
 

 

 

 

 

 

 

 

 

 

 

Generalized Temporal Focus + Context Framework for  

Improved Medical Data Exploration  
 

by Nadezhda Lyubomirova Radeva 

 

B.A. in Computer Science and Astrophysics, May 2009, Connecticut College 

M.S. in Computer Science, January 2012, The George Washington University 

 

A Dissertation submitted to 

 

the Faculty of 

School of Engineering and Applied Science 

of The George Washington University 

in partial satisfaction of the requirements 

for the degree of Doctor of Philosophy 

 

January 31, 2014 

 

Dissertation directed by 

 

James K. Hahn 

Professor of Computer Science 

 

 

 

 

 

 



ii 
 

The School of Engineering and Applied Science of The George Washington University 

certifies that Nadezhda L. Radeva has passed the Final Examination for the degree of 

Doctor of Philosophy as of December 03, 2013.  This is the final and approved form of 

the dissertation.   

 

Generalized Temporal Focus + Context Framework for  

Improved Medical Data Exploration  

 

Nadezhda Lyubomirova Radeva 

 

Dissertation Research Committee: 

James K. Hahn, Professor of Computer Science, Dissertation Director  

Abdou Youssef, Professor of Computer Science, Committee Member 

Gabe Sibley, Assistant Professor of Computer Science, Committee Member 

John Philbeck, Professor of Psychology, Committee Member 

Lucien Levy, Professor of Radiology, Committee Member 



iii 
 

 Acknowledgements 

 

I would like to thank my advisor Dr. James Hahn for his guidance and support, 

helping me to pursue my research interests and to fully utilize my potential of becoming 

an independent researcher. By providing a productive environment where research ideas 

were always welcome to be discussed, he helped me to expand my knowledge in many 

areas and to shape my career path. 

I would also like to extend my thanks to my dissertation committee - Dr. Abdou 

Youssef, Dr. Gabe Sibley, Dr. John Philbeck and Dr. Lucien Levy for providing 

constructive criticism, suggestions for improvement that have strengthened my work, and 

for their help with the dissertation process. My work would not be possible without the 

help of Dr. Levy who provided a very interesting idea that became the base of my 

research project. 

I would also like to thank Dr. Kirmizibayrak, Dr. Wakid and Dr. Yim for helping me 

to transition to the research environment in the computer graphics lab, all anonymous 

volunteers who participated in the conducted user study and Samar Alsaleh for her help 

in the design and execution of the study.  

This work has been sponsored by the GW Centers and Institutes Facilitating Fund and 

the GW Office of Graduate Student Assistantships and Fellowships. 

And last but not least, I would like to extend my warmest thank you to my parents, 

sister and Dr. Marek Kucka for always believing in me and supporting me through the 

challenging times that were part of the process of me becoming an experienced 

researcher.  



iv 
 

Abstract of Dissertation 

Generalized Temporal Focus + Context Framework for  

Improved Medical Data Exploration  
 

 

Radiologists and surgeons have different visualization demands due to the diversity in 

work performed by each group of specialists. Many techniques have been developed to 

visualize 2D slices and 3D volumes for dataset exploration, surgical planning and 

practicing of intervention procedures, however, they do not address the individual 

visualization needs. We introduce a generalized temporal focus + context framework that 

provides a unique novel way of combining the visualization needs of specialists while 

working individually or collaboratively. Thus, we can use the framework to describe and 

compare existing visualization techniques and to identify novel combinations of 

rendering techniques that can be applied to multimodal medical datasets to create 

visualizations beneficial to both radiologists and surgeons during their everyday work.  

The generalized focus + context framework defines various regions that can be used 

to render a combination of visualization modalities. An examination of how data is 

rendered inside each region provides us with improved visualizations for 2D and 3D 

rendering that are beneficial to both radiologists and surgeons. We use the focus region 

defined by a magic lens to render 2D slices and a 3D sub-volume. The interactive 

rendering of sub-volumes augmented by slices provides a way to explore the inner 

structure of target objects. A user study showed that users obtained a more precise 

structural understanding of complex structures when allowed to explore sub-sections of 

the whole focus region. We apply a new hierarchy of context areas defined by the 

temporal positions of the focus region to improve explicit spatial perception. Previous 
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lens positions define a new context region named focus-driven context that can be used to 

render past focus or as a painting brush to create a region where a separate co-registered 

dataset can be displayed. A user study experiment showed that when using focus-driven 

context, users are faster and more accurate in inferring the spatial relationship between 

multiple objects than when using a small lens. The generalized framework also provides a 

new visualization that addresses the need of surgeons to explore possible trajectories to 

target structures. We create a visualization with an arbitrary-shaped focus region defined 

by the surgeon’s lens movement. A user study experiment asking users to virtually sculpt 

a volume until they reach a target showed that the above-mentioned visualization is 

significantly faster and more accurate than using an opaque sculpting tool. No context 

rendering, on the other hand, can provide an endoscopic visualization with improved 

visibility of occluded areas. All of these techniques can be utilized within the same 

interactive session by multiple users. Therefore the framework satisfies the visualization 

needs of different types of medical specialists during team meetings. 

A fast GPU-based raycasting algorithm is used to support the interactivity of the 

visualizations. A combination of depth peeling and a novel way to compute parity is used 

when an arbitrary-shaped focus region is to be rendered. All raycasting techniques are 

combined in a way such that the system maintains its interactive speeds even when 

multiple rendering modalities are used simultaneously. 

In conclusion, the described work addresses the lack of visualizations designed for 

the work of both surgeons and radiologists during dataset exploration and surgical 

planning. The unifying approach of the focus + context framework intends to show how 

such a framework can be efficiently incorporated in the clinical workflow.  
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Chapter 1: Introduction 

1.1 Motivation 

In the everyday practice of medical diagnosis and surgical planning, physicians rely 

on exploring 2D images of the patient’s anatomy. This task requires physicians to look at 

large amounts of patient data, where one dataset often contains hundreds of slices. 

Depending on the medical case, a patient might undergo different imaging modality scans 

- Computed Tomography (CT), Magnetic Resonance Imaging (MRI), Positron Emission 

Tomography (PET), X-ray or others, in order for a correct diagnosis or the most suitable 

surgical plan to be established. Physicians have to mentally register and reconstruct the 

multiple imaging modality scans taken at different time intervals and with different 

imaging systems. At the same time they have to explore the volume and locate any target 

structures. Currently employed techniques for medical image exploration involve 

scrolling through 2D slices while the physician has to mentally reconstruct the 3D 

volume relying mostly on his experience and knowledge in the field of specialty. Medical 

training is crucial for the correct implicit volume reconstruction. High concentration is 

necessary for processing all small details captured on the images. Lack of experience, 

extreme fatigue or heavy workload can cause inaccurate mental registration of multiple 

modalities, as described in [1].  

Even though physicians use the same visualization systems that show 2D slice or a 

2D+3D visualization, there is an observed differentiation of preferred visualization 

methods between the different groups of medical teams. While radiologists examine 2D 

orthogonal slices to mentally reconstruct the patient’s volume, surgeons may prefer to 

examine slices that will improve their understanding of the structures that make up a 
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planned exploratory path. Furthermore, radiologists may use 3D volume renderings to get 

an overview of the whole dataset or the target objet. Surgeons, on the other hand, may 

use such 3D visualizations to explore the structures that lie along a planned resection path 

and have to be avoided or removed. The preferred visualization modality is often 

dependent on the group of specialists. For example, radiologists have extensive training 

in reading radiographs and are very skillful in reading the 2D images and implicitly 

creating 3D models of the observed anatomy. In some cases radiologists might have to 

use volumetric renderings due to the nature of the object (i.e. the complex organization of 

vascular structures), but they would still refer to the 2D scans to ensure they can see as 

much detail as possible and to measure distances without the presence of occluding 

objects. In contrast, surgeons prefer to examine the patient’s dataset using non-axis 

aligned 2D slices or a 3D volumetric rendering. In this approach surgeons can study the 

shape and position of all organs as they would be seen during the actual surgical 

procedure. Even though surgeons use 2D scans for the target object exploration, they 

need to also visualize structures that are far from the target anatomy but are important for 

the intervention planning. In such cases, a 3D volumetric rendering is preferred to slices. 

A recent study presented by Kainz et al. [2] explored some of the possible reasons 

why medical specialists still prefer looking at sequences of 2D slices over exploring 3D 

renderings of the same dataset. As seen on Figure 1-1, a strong preference for 3D volume 

renderings was observed when they would speed up the finding of abnormalities 

compared to looking at cross-sections; when team members want to present their finding 

in a faster and easier to understand way, and when the mental reconstruction of high-

dimensionality datasets is difficult. If personal preferences were compared, 2D images 
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were used for general diagnosis and accurate planning of interventions. The survey shows 

that the only application in which specialists would not use 3D volume rendering is 

accurate intervention planning. Slight preference of 3D over 2D visualizations was 

observed in cases where inter- and intra-medical communications had to be performed, 

and in surgery and intervention planning. On the other hand, 3D rendering algorithms 

were always preferred for the investigation of multiple advanced imaging sequences. 

 
Figure 1-1: A survey describing the preference of 2D versus 3D visualizations. [2] 

 

To help physicians with the task of data exploration, multiple visualization techniques 

have been developed. The most common of them allow segmentation of anatomical 

structures of interest and the 3D visualization of the segmented objects. When examining 

the 3D rendered volume, physicians face several disadvantages of the utilized 

visualization techniques. If the volume is extracted using iso-surfaces [3], only structures 

with the specified threshold are extracted, therefore not all important structures are 

visible. Seeing other structures requires adjusting the threshold value. Direct volume 

rendering techniques, for instance raycasting, can successfully display a wide range of 

anatomies if an appropriate transfer function is applied. However, similar to 3D surface 

rendering techniques, occlusion can cause less important structures to hide the target. In 

such cases the user has to adjust the transfer function, rotate the object to find a better 
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viewing angle, or use additional software that automatically calculates the optimal 

transfer function and viewing parameters. 

Many research projects have concentrated on the fact that while 2D slices provide 

detailed information, volume visualizations reduce the mental burden of volume 

reconstruction. Examples like 3DSlicer [4] and ExoVis [5] demonstrate the successful 

combination of slices and 3D volume visualizations by rendering the 3D volume, as well 

as providing axis-aligned or arbitrary-oriented slices that display details at important 

areas. Even though such techniques are incorporated in medical software and are used by 

physicians, there are still problems with these visualizations. For example, while 

rendering an extracted 3D volume, slices might be occluded by the volume rendered in 

front. Decreasing the opacity of the volume to ensure proper visibility of the 2D slice 

causes a reduced amount of visible volumetric information. Rendering the slices on 

projection planes outside the volume or on a separate window provides less spatial 

relationship information between the volume and the slice. 

To solve the problem of limited spatial relationship cues between internal structures, 

researchers have proposed many independent techniques that display the desired 

structures with enhanced correlation. Some of these techniques include exploded views 

[6], clipping volumes [7], and volume peeling [8]. While most of these techniques 

combine only one or two datasets at a time, the focus + context technique, first 

introduced by Viega et al. [9] to display a focus region rendered differently from the rest 

of the volume (considered context), can be applied to multiple datasets simultaneously. 

The focus region displays important structures from one dataset, while context is used to 

provide overview information extracted from a second dataset. Thus, a physician can use 
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this visualization paradigm to better understand how important structures are spatially 

related to other anatomical landmarks by allowing the removal of occluding objects from 

the context or by zooming in on focus areas of interest. This has been shown in the work 

of Kirmizibayrak et al. [10, 11] where the interactivity of their method provides real-time 

feedback of the voxel-based data exploration. Even though this technique provides a lot 

of contextual information, it still faces the problem of volume occlusion due to improper 

transfer functions. Focus + context has been applied to medical datasets in terms of 3D 

volume rendering only, where the magic lens is considered a volumetric rendering of all 

slices that fall within the bounding box of the lens geometry. A physician who wants to 

explore the inner structure of a target structure would sometimes not benefit from such a 

volume rendering due to occlusion and will have to refer back to 2D slices.  

While current visualization systems support generic 2D and 3D renderings, they fail 

to provide tools that can unify the different approaches of how radiologists and surgeons 

utilize them. Therefore, radiologists and surgeons often use multiple different software 

systems in order to place an accurate diagnosis and plan a surgical procedure. This can be 

distracting as different users utilize their own preferred approach and it often requires 

data to be exported in certain formats that are compatible with the input requirements of 

different systems. We are unaware of any work done in the area of unifying different 

visualization techniques within one framework that satisfies the different exploratory 

demands of specialists. In this dissertation we describe a solution that provides an easy 

way of comparing and selecting the most appropriate visualizations, and a way of 

improving current 2D and 3D rendering techniques by defining a generalized temporal 

focus + context framework developed to classify the most widely used visualization 
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techniques applied to medical data. It can also be used to compare different approaches 

employed by researchers and medicals specialists when deciding which visualization to 

use for a specific case. Having a generalized framework for medical visualizations gives 

insights on possible visualization paradigms that have not been explored before but 

would be beneficial in the work of physicians when additional information is to be 

explored. Five such new paradigms are presented in the following chapters, with their 

primary goal to provide the visualization modalities needed by both surgeons and 

radiologists simultaneously. Furthermore, being part of a unifying framework, such 

visualizations can be used in multidisciplinary medical team meetings during which 

radiologists present medical cases and their findings by showing 2D slices while surgeons 

explore the 3D structures important for an accurate resection path planning. The 

introduced research is important because it provides a novel visualization paradigm that 

can satisfy the needs of all team members and can display the desired information from 

different angles and in any visualization dimensionality, making the meeting more time 

efficient. Moreover, various visualizations can be easily compared when using the 

framework, allowing users to choose the visualization most suitable for a specific task.  

 

1.2 Research method 

To address the need of having a way to unify existing and novel visualization 

paradigms that can further enhance both dataset exploration and preoperative planning, 

we developed a unified framework for 2D, 3D and 3D sub-volume visualizations in 

orthogonal and arbitrary planes. In our work we use the magic lens focus + context 

paradigm as a means to establish a generalized framework, where the context and lens 
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geometries can be changed to fall within any of the existing techniques. By adjusting the 

x, y and z dimensions of each separate geometry, we can define visualizations that 

provide 2D, 3D, and 2D+3D renderings, as well as the well-known magic lens 

visualization. 

In our generalized focus + context framework, the context area is a volume rendering 

of a user-specified dataset, while the focus region is an interactive geometry that can be 

moved in 3D space. Using the presented framework and relying on the temporal position 

change of the focus region, we identified new visualization paradigms that address 

disadvantages of currently used techniques.  

The focus region of the new visualization paradigms provides a new way of time-

dependent display of 2D slices that can be further augmented by a 3D sub-volume 

rendering defined by the oldest viewed and the currently viewed slices. The problem of 

volume occlusion due to too much irrelevant information in front of the target object is 

addressed by enabling a sub-volume rendering within the focus region so that only 

important areas are displayed. We created a new interactive visualization method that 

does not rely on the limited implicit memory of a physician to deduce the overall shape 

and spatial relationship between multiple structures of interest. Furthermore, it provides 

added contextual information which is directly related to the exploratory actions 

performed by the user. Two other new techniques based on the framework can help 

surgeons explore possible incision trajectories by either volume sculpting using the focus 

region, or by using the focus region as an improved endoscopic visualization with 

reduced field of visibility. 2D and 3D renderings inside the sculpting tool, for example, 

provide additional accuracy of the tool’s position, allowing for precise exploration of the 
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regions to be cut out. The visualization techniques can be used interchangeably to explore 

multimodal datasets, find abnormalities, and study the surrounding volumetric structures.   

The development of new visualization techniques with large flexibility in rendering 

modalities and interaction methods resulted in applying depth peeling and a novel 

approach for parity computations to the utilized raycasting method. All of the described 

visualizations therefore support multimodal datasets with multiple regions in real-time.  

To evaluate and validate the advantages of our proposed framework and the new 

visualizations, we executed a user study that compared existing and the novel techniques.  

 

1.3 Original contributions 

The developed new generalized temporal focus + context framework can be used to 

classify and compare existing visualization techniques so that the optimal visualization 

can be easily selected for every unique case. Furthermore, by examining the general 

placement of focus and context in time we developed new visualization paradigms that 

can be used in both data exploration and intervention planning. These new paradigms aim 

to combine the advantages of all three methods (2D slice exploration, 3D volume 

rendering and focus + context visualization) in order to provide an optimal time-

dependent set of spatial relationship, shape and content cues. The successful combination 

of most requirements for medical data exploration by both radiologists and surgeons is 

achieved by a unified focus + context visualization that supports advanced imaging 

sequences, minimally invasive surgery navigation, and accurate intervention planning. 
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The original contributions of our work are: 

1. Create an easy to manipulate generalized temporal framework that is used to 

 Classify and compare existing 2D, 3D and 4D techniques in order to allow 

for a fast determination of the most appropriate visualization technique,  

 Define new visualization paradigms that provide explicit spatial and 

structural cues, 

  Support the simultaneous combination of multiple renderings into one 

visualization that can be used during collaborative medical meetings. 

2. Apply the framework to multimodal medical datasets to  

 Incorporate 2D slice rendering inside the focus region,  

 Improve the 3D structural understanding of focus structures by allowing 

physicians to interactively define and display sub-sections inside the focus,  

 Establish time-dependent focus-driven context used for explicit spatial 

relationship and shape perception between multiple important regions further 

supported by a hierarchy of context areas.  

3. Provide a way of combining the medical visualizations and modalities typically 

used by surgeons and radiologists within the same system.  Therefore, different 

users can enable their preferred rendering technique, while also being able to see 

what other specialists explore. 

4. Develop an algorithm based on depth peeling and parity computation needed for 

improved ray segment computation when volume sculpting is performed. We 

provide an improved way for parity computation so that an unlimited number of 

saved tool positions and a complex focus geometry are supported. 
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5. Execute a user study that explores the possible advantages of the proposed 

generalized framework-based visualizations when compared to existing ones. 

 

1.4. Organization of dissertation 

This dissertation is organized as follows. 

In Chapter 2 we review work related to the topics of combining 2D and 3D 

visualizations, focus + context visualizations and depth perception improvements for 

medical visualizations. Chapter 3 presents the main contributions of our work. The 

generalized focus + context framework is introduced, and the resulting new visualizations 

are presented in detail. Chapter 4 describes the challenges encountered during the ray 

traversal computations necessary for all introduced techniques and the implemented 

improvements of the used raycasting algorithm. Performance evaluation for all 

techniques is provided. Chapter 5 presents the results of a user study that compared the 

new generalized focus + context framework-based approaches with existing ones by 

evaluating user performance and accuracy. Chapter 6 summarizes the results obtained by 

the new visualization approaches and the improved raycasting method. Future work is 

presented. 
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Chapter 2: Related Work 

 

2.1 2D and 3D renderings 

2.1.1 2D slice visualization 

Magnetic Resonance Imaging (MRI), Computed Tomography (CT), X-ray and 

ultrasound (US) imaging are some of the most widely used methods for scanning the 

human body in order to study any abnormalities, place a diagnosis and plan an 

interventional procedure. MRI, CT, US and X-ray imaging systems allow the obtained 

slices to be oriented in an arbitrary or axis-aligned direction [12]. The slices are taken at 

different spacing (between 0.5 and 5 mm) depending on the scanned organ. Therefore, a 

typical head scan can contain hundreds of slices, so that even the smallest changes in 

anatomical structure can be detected.  

The widespread use of computers and their increasing power has shifted slice image 

exploration from light boxes to a computer screen where software is used to display the 

series of images in the three most widely used directions – axial, sagittal and coronal as 

shown in Figure 2-1, and supports scrolling through the slices. Some software also allows 

arbitrary slice orientation to further enhance the understanding of the examined anatomy.  

 
Figure 2-1: Axial, sagittal and coronal views used by physicians for the exploration of medical 

datasets. [13] 
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The main disadvantage of the approach of looking at a series of cross-sectional 

images is that the radiologist has to mentally reconstruct the 3D volume by scrolling 

through the slices. Well-trained radiologists are successful in the 3D implicit 

reconstruction, however, novices find this task very difficult. Even the most experienced 

physicians can misinterpret scans, especially when the examined structures are blood 

vessels. For example, scans of blood vessels are difficult to read because the blood 

vessels represented on each cross section can take many shapes, including circular or oval 

shapes. The physician has to keep track of the changes in shape and size while scrolling 

through the images so that he can mentally reconstruct the 3D model of the complex 

blood vessel structure. 

 

2.1.2 3D volume visualization 

Due to the limitations of viewing 2D slices, researchers have done extensive work in 

extracting the information from the datasets and creating 3D volume visualizations of the 

anatomy. Such algorithms consider the sequence of 2D slices as a 3D grid structure, 

where each pixel from the original slice is a three-dimensional point called a voxel and 

contains a value equal to the intensity value of the pixel from the slice. There are two 

main methods that have become state-of-the-art 3D volume rendering algorithms in the 

medical domain – isosurface extraction and direct volume rendering (DVR). 

3D volume extractions can be done using the polygonal isosurface extraction 

approach first proposed by [3]. Many improvements of the initial method have been 

proposed - adding more cases for the polygon extraction [14], introducing tetrahedral 

decomposition [15], or performing calculations on the GPU [16, 17].  The final result is a 
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polygonal representation of the extracted data, which is then rendered using any polygon 

rendering hardware and software. There are a few disadvantages of the isosurface 

approach that make it unsuitable for some datasets. False positives or false negatives in 

the extracted polygons result in inaccurate surface reconstruction. Depending on the 

complexity of the data scan, one object might consist of hundreds of thousands of 

polygons, which causes a large overhead in the geometric rendering pipeline. Due to the 

dependence on a single parameter, this technique cannot display multiple objects with 

different intensities from the same scan, thus it ignores much of the data.  

The DVR approach provides a more accurate 3D volumetric visualization algorithm. 

In this type of visualizations no intermediate representation of the data is used, unlike the 

iso-surface extraction. One of the most studied techniques in volume rendering is 

raycasting. It employs the use of virtual rays that start at the position of the virtual camera 

and point at the direction of the pixels that belong to the final image. The cast rays pass 

through the 3D dataset and accumulate color and opacity while sampling the dataset 

along the specified ray position. The sampling along the ray can be done at equal 

intervals or at varying spacing, the latter approach speeding up the rendering time. 

Due to the high number of rays (for a final image of size 512 pixels by 512 pixels 

there are over 2.6x10
5
 rays) and samples within the dataset, multiple techniques have 

been proposed to speed up the calculations on CPU. Early ray termination and empty 

space skipping are often used for faster ray traversal. Octree representations of the dataset 

can speed up the sampling of the ray since the ray is sampled only if it passes through a 

tree node that contains information [18]. In the past few years Graphics Processing Units 

(GPUs) have been used for achieving interactive raycasting speeds. Other work has 
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concentrated on defining different types of transfer functions for detailed and efficient 

representation of the dataset values. Transfer functions can be 1D or 2D. 1D transfer 

functions map intensity values from the original dataset to color and opacity. 2D transfer 

functions [19] depend on the intensity and gradient magnitude, allowing for a more 

precise mapping of intensity to RGBA and for extracting material boundaries. 

Improvements of the 2D transfer function concept have been explored so that multimodal 

datasets can be merged together and important structures from each dataset are visible. 

Such techniques include a transfer function design based on isosurfaces extracted from 

each dataset and their similarities [20], general information theory - based approaches 

[21] or the notion of visibility of each co-registered dataset within pre-segmented regions 

of interest [22]. 

 

2.1.3 3D volume rendering augmented with 2D slices 

Physicians often view datasets by using software designed to display one slice at a 

time, where slices can be in the axial, sagittal or coronal planes. There are multiple 

commonly used techniques to combine 2D slices and 3D volume visualizations inside the 

interface of a single environment. Many commercial and research systems [4, 23, 24] 

display the three orthogonal views in their own windows, and the user controls a scrollbar 

to go through the sequence of slices. A 3D visualization is displayed in a separate 

window so that the user can get a better volumetric understanding of the dataset and can 

also improve his understanding of the slice location with respect to the volume. The 3D 

visualization is augmented by displaying a combination of the three axis-aligned slices in 

the same window. While the user changes the slice position, he can see the exact position 
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of the slice in the volume visualization window and a detailed view of the selected slice 

on the side as in Figure 2-2. However, such an approach creates additional requirements 

of adjusting the threshold values used in the calculation of the transfer function or the iso-

surface extraction in order to visualize specific 3D features. Furthermore, it has to be able 

to overcome occlusion of the 3D volume from other anatomical structures or the 

displayed 2D slices. 

 
Figure 2-2: Combining 2D and 3D renderings. 3D rendering of the segmented brain from the 

dataset with the corresponding orthogonal slices is shown in the top window. The three 
orthogonal views are also shown on the bottom. [25] 

 

Research in the area of picking target objects from a visible slice and 3D object 

selection has further extended the work in combining 2D and 3D visualizations. When an 

object from a slice is selected, 3D rendering parameters are adjusted to make sure that the 

objects on the picked slice are visible. For example, LiveSync [26] relies on picking on 

the 2D slice in order to adjust the transfer function and viewing direction. The system 

automatically computes the optimal viewing direction. It adjusts the initial transfer 

function so that the picked object is visible, ensuring no occlusion of the selected object 

as shown in Figure 2-3. LiveSync uses the slice position to optimize the viewing 

parameters and then renders the 3D volume in an optimal way, which does not provide an 
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explicit way of combining 2D and 3D data in the same visualization. When there are 

multiple successive slices of interest, the rendering parameters for two consecutive 

images might vary significantly, causing perception confusion.  

 
Figure 2-3: 2D slice picking. 2D slice picking (a) results in the optimal transfer function and 

viewing direction for the dataset (b). The same picked point is made visible and pointed 
at in the optimal 3D rendering (c). [26] 

 

The other way of incorporating slices and 3D volume renderings by picking is to 

allow the user to select a point on the 3D rendering and then display the slice 

corresponding to the picked position. The slice orientation and position are adjusted so 

that the slice provides the most information about the picked 3D point. For example, in 

the work of Wiebel at al. [27] a 3D rendering of the dataset with a predefined transfer 

function is used by the user to select a point of interest. Once the point is selected (Figure 

2-4a), an automatic algorithm uses the first and second derivative of the accumulated 

opacity curve to find the 3D position of the picked object. Finally, it displays a slice that 

goes through the middle of the selected 3D object. While the 3D rendering can be 

disabled so that an unobstructed view of the slice can be examined as in Figure 2-4c, the 

preferred visualization is a 3D volume augmented with the 2D slice as visible on Figure 

2-4b. A disadvantage of 3D volume picking to select a slice by translating 2D picked 

screen coordinates into 3D virtual world space is that a physician might face difficulties 

when he wants to explore consecutive slices.   

 

a                  b             c 
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Figure 2-4: 3D volume picking. Picking on a 3D object feature (a) finds the corresponding slice 

and renders it at the center of the picked object (b). The 3D rendering can be disabled so 
that only the computed slice is visible (c). [27] 

 

Researchers in medical visualizations have developed various techniques for 

improved simultaneous visualization of slices and 3D volumes. Tietjen et al. [28] have 

created a 2.5D visualization using LiftChart which is shown in Figure 2-5. This technique 

displays the range of slices that a segmented anatomical structure spans while the user 

scrolls through the slices. The slice visualization is augmented by rendering the 

segmented 3D structures using different transfer functions. This allows the user to see an 

overview of the volume while exploring the slice and to explicitly see the slice position 

with respect to the whole volume. However, this technique requires initial segmentation 

of the important structures, otherwise the span of slices cannot be determined and the 3D 

volume visualization can become cluttered. 

      
Figure 2-5: The slice rendering (a) is shown as a cross section through the volume rendering of 

the dataset (b). [28] 
 

Other ways of combining 2D and 3D data renderings include manipulation of the 3D 

volume so that it is removed using clipping planes or pushed to the side as exploded 

a             b                        c 

a                                                 b 
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views so that a 2D slice or the inside of the volume are displayed. The simplest approach 

is to cut the 3D volume along a 2D plane and remove anything that lies in front of the 

plane as shown in the related work in [5]. While a detailed 2D slice at a non-axis aligned 

direction can be displayed, the disadvantage of this approach is that anything in front of 

the slice is no longer visible, therefore spatial and structural contextual information about 

the volume is lost. To prevent loss of spatial information about the clipped regions, [6] 

presents an approach where one or multiple cutting planes determine into how many 

regions the outer layers of the visualization are cut – Figure 2-6. These regions are 

translated and rotated to the side so that the inside of the volume is visible.  The plane 

along which the cut is performed is used to display a detailed slice-like view of the 

dataset. A similar exploded view technique is presented in [7]. The depth structure and a 

voxelized object are used to determine the clipping geometry so that the correct volume is 

cut away and moved to the side. Unlike [6], this approach allows for a cut in an arbitrary 

shape, therefore it provides more structural information of the removed object analogous 

to drilling out large and deep segments of the anatomy with convex surgical tools. Once 

the cut structures are removed or moved to the side, the user cannot visualize slices inside 

them, or explore the inner structure of a certain region, which makes such approaches 

inapplicable to the work in this dissertation. 

  
Figure 2-6: Exploded views. (a) The original volume rendering. (b) Three cuts of the outer layer 

with a large degree-of-explosion. [6] 

a         b 
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Another way to explore datasets is to peel away layers from the 3D visualization [8]. 

Each layer can be axis-aligned, surface-aligned or feature-aligned - each of these 

techniques is shown in Figure 2-7. A GPU real-time rendering allows for a surgery 

simulation with a peeling effect, for example simulating the opening of an incision so that 

the surgeon can reach the target organ. Different sizes and orientations of the peeled layer 

can simulate various tasks, however they usually serve exploratory purposes only and do 

not provide detailed information of the target structure and the path to it which is 

important for both surgeons and radiologists. Furthermore, 2D slice rendering or 

exploration of inner structures is not possible with this approach.  

            
Figure 2-7: Axis-aligned peel (a), surface-aligned peel (b), peeling operator (c). [8] 

 

The necessity to further improve the techniques used to display a 3D volume and 

slices within the same view, as well as to provide more explicit focus and context, have 

been addressed in [5]. In general, focus is considered the target slice or volume of 

interest, while context provides additional information about nearby structures necessary 

for placing diagnosis and planning surgical interventions. In Tory et al.’s proposed 

technique ExoVis, the user can explore the volume in two ways, both of which are shown 

in Figure 2-8. The first one provides a volume rendering where arbitrarily positioned slice 

placeholders display the corresponding slice on a “wall”. While the placeholder provides 

contextual position information, the slice can be seen in full detail on the side. The 

 a                           b               c 



 

20 
 

placeholder can take any position and orientation to allow for better volume exploration. 

Its transparency can be adjusted to give a varying degree of explicit spatial perception 

between the volume and the slice. A fully opaque placeholder would occlude the 3D 

volume behind it, while a fully transparent placeholder corresponds to a wireframe slice 

representation. ExoVis also provides 3D callouts that display focus and context. While 

the context is volumetrically rendered, the focus area is identified as a wireframe cube in 

the context area and rendered on the side as an isosurface. This technique is one of the 

early implementation of overview and detail visualizations, however the rendering of 

focus far from the context requires implicit spatial relationship understanding. The 

advantage of the presented callout technique is that it can display a 3D volume rendering 

or a 2D slice view of the area of interest. However, the user cannot examine only a 

subsection of the focus 3D volume. 

    
Figure 2-8: ExoVis wall and callout visualizations. (a) Three orthogonal slices are projected on 

walls. (b) Placeholder shows position of the slice with respect to the rendered volume.  
(c) 3D callout example, the eye is rendered using isosurface extraction. [5] 

 

The rendering of slices on “walls” surrounding the volume has also been explored by 

König et al. [29] to provide a better understanding of the position of high functional 

activity areas with respect to the anatomical rendering of a brain dataset. The 

visualization displays different modality 2D renderings of functional data on the sides 

and under the main dataset. This approach provides limited spatial perception cues and 

can cause disorientation since the user has to look at four different rendering areas. 

a       b       c 
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None of the presented techniques in combining 2D and 3D dataset renderings 

addresses the different requirements that radiologists and surgeons have. While 

radiologists would prefer an approach that allows scrolling through slices and a 3D 

rendering to give an overview of the volume, surgeons might require a different 

volumetric visualization that shows a 3D rendering from the position of the optimal 

incision point. A surgeon may also prefer to see non-axis aligned 2D slices to improve 

the understanding of areas that are ambiguous in the volume visualization, but are not 

essential for the visualization. Therefore, medical specialists often have to use separate 

systems, which can cause confusion when discussing a case and developing a treatment 

plan. 

 

2.2 Focus + Context visualizations 

Focus + context techniques have been widely used in graph visualizations where 

clutter and occlusion can severely decrease data understanding. Since it was first 

proposed by Bier et al. [30] to handle filtering of 2D data, it has been extended to 2.5D 

and 3D visualizations. The interactive lens in the form of a 2D shape, also called a magic 

lens, causes everything under it to be rendered in a way specified by one of the selected 

filters. This paradigm has been applied to graph visualizations where the focus region 

removes some of the clutter to display only the most important information as shown in 

[31]. Magic lenses have also been used as a distortion tool for better exploration while the 

focus area is being magnified or subjected to other deformations as in Figure 2-9. Linear 

and non-linear transformations have been applied to 2D datasets to zoom in on areas of 



 

22 
 

interest by preserving spatial relationship or to provide multiple zoomed areas with 

varying size [32-37].  

 

        
Figure 2-9: Examples of 2D lenses. A distortion lens (a) [33], and a magnification lens (b) [34]. 

 

The first application of a magic lens in the medical domain was proposed by Viega et 

al. [9]. Magic lens focus + context visualizations provide a context area that gives general 

spatial perception cues. The focus area is a volume rendered in a way different from the 

context so that the user extracts more knowledge about the dataset and structures of 

interest. For example, Viega et al. renders the volumetric focus region as an x-ray tool 

while the context provides a rendering of the whole volume. Their approach uses 

rendering of the six sides of the lens frustum, making this rendering not interactive.   

Focus + context techniques have been used broadly in medical dataset exploration. 

An example of such a visualization provides an illustrative dataset visualization. A focus 

region is rendered with a different transfer function to improve the visibility of the target 

area with respect to the illustrative context. The visualization can be adjusted to a surgeon 

mode, where the illustrative rendering of the context is switched to a more realistic 

rendering of the focus and context as if the surgeon was looking at the patient in a similar 

manner to what is shown in Figure 2-10 [38]. However, this approach renders context 

a                                                           b 
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using illustrative techniques, and it does not support a volume augmentation by a cross-

sectional slice, or exploration of the inner structure of the focus structures. 

  

          
Figure 2-10: Focus + Context visualization of the heart. (a) The focus object (the heart) is made 

visible by adjusting the rendering of the rest of the volume. (b) The same focus region 
rendered in a surgical view. [38] 

 

ClearView [39] is another example of a focus + context rendering that uses a magic 

lens region to render a defined area in a specific way, separating it from the context 

rendering. ClearView is one of the few detail and overview publications that give 

examples of rendering 2D slices inside the focus region and augmenting the slice 

visualization by extracting some of the volumetric features inside the focus as seen in 

Figure 2-11. However, the given example is used to show that the author’s context-

preserving 3D volume rendering inside the lens outperforms the same volume 

visualization when the focus is displayed using 3D rendering augmented by a 2D slice. 

This is different from our goal of a visualization that provides flexibility to accurately 

explore the focus dataset by displaying it in a way that helps both radiologists and 

surgeons. ClearView’s goal is to preserve as much context as possible even in the focus 

region. We believe that this might not be of particular importance to physicians whose 

a                                  b 



 

24 
 

goal is to accurately plan an intervention and who want to see very specific areas from 

the focus dataset. 

 
Figure 2-11: Focus + Context with context-preserving rendering - the focus object is dental 

enamel. (a) Bone and skin are preserved even though they are considered context.  
(b) No context preserving – only the focus region is visible. [39] 

 

Much work has been devoted to 3D magic lens deformations that allow preservation 

of focus and context relationship while the focus volume is distorted for better 

exploration. Yang et al. [40] presented multiple perspective deformations applied to a 3D 

volume to create spherical and cylindrical distortions, as well as to magnify the volume 

inside the lens. LaMar et al. [41] and Wang et al. [42] have introduced a magnification 

lens in 3D that allows zooming in on small areas while still preserving the context. It 

provides a smooth transition between zoomed and unaltered areas for a better 

understanding of how focus and context are related as shown in Figure 2-12. Conformal 

mapping has been used in [43] to create a magnifying magic lens and preserve the 

relationship between context and magnified focus. Similar relationship preservation is 

achieved in [44] - 3D data is mapped to 4D space where the magnification is performed. 

Cowperthwaite [45] presents multiple approaches for focusing on areas within a 3D 

volume without encountering occlusion. Data filters and layout adjustments achieve 

visibility of targets. In contrast, our work tries to provide a unified tool that resembles 

tools used in the medical practice for data exploration and intervention planning. We do 

a                            b 
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not want to introduce distortion effects in the focus region since they might cause 

misinterpretation of position and shape. 

         
Figure 2-12: Distortion volumetric lenses. (a) Original volume. (b) Circular lens with cubic 

warping. (c) Square lens, linear warping. [41] 

 

Novel rendering techniques within the focus region, and how to define focus, have 

also been explored. The focus region can be in the shape of an anatomical region of 

interest, thus only the important structure is visible [46]. A specific anatomy, for example 

blood vessels from the whole dataset as in [47], can also be used to define focus. The 

main disadvantages of such approaches are the need for dataset segmentation and the lack 

of an interactive way of defining different regions of interest at run time respectively. 

Focus-dependent regions used for displaying data by means of rendering modalities that 

are different from the ones in the focus area have been previously explored [48]. This 

work is different from ours since the rendering region we introduce does not depend on 

the shape of the focus, provides visibility of past focus regions, and changes over time. 

Animation has been used to predict the focus region and interactively change the 

rendering parameters [49]. However, our work uses animation to record past focus 

regions and to provide explicit cues about the spatial relationship between past and 

current focus.  

A rendering technique that can display 2D, 3D and zoomed-in 3D focus regions has 

been presented in the work of Ropinski et al. [50]. This work does not use an interactive 

a                            b                                      c 
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tool to define focus and context. The zoomed areas are chosen by the user and a side 

window close to the selected area displays the region of interest. 2D rectangular slices, 

3D volume visualization, or a zoomed volume visualization can be displayed. Even 

though this approach provides context which is important for our approach, the target is 

an area selected by the user and rendered on the side. Therefore, similar to the ExoVis 

callouts, this approach does not provide explicit spatial relationship between context and 

focus areas. While the user is shown a zoomed 3D volume rendering, there is no 

information about how this volume is related to the rest of the volume or to other focus 

areas rendered nearby in their own windows. Therefore, we find that this approach is not 

applicable when the direct relationship between focus and context has to be known. 

Diepenbrock et al. [51] presented a combination of 3D volume rendering, overlaid 

axis-aligned slices and a focus + context tool that provides a detailed rendering to display 

what would be seen by a resection tool following a chosen surgical path. A separate side 

view that renders the target object together with surrounding structures is provided in 

order to avoid occlusion of the target structure. 2D and 3D renderings are provided in the 

first step of the planning interaction (Figure 2-13a), while the second step is aimed at 

surgeons planning the exact path to the target (Figure 2-13b). All necessary parts are 

however presented in two separate steps and the user has to switch the visualization back 

and forth between the two main steps. Furthermore, the exploratory surgical path 

planning tools are presented in separate windows, providing little explicit spatial 

perception between the overview window of the path to the target and the view of the 

target augmented with a slice. Therefore, this tool would cause mental burden on the 

physician, and it will not be applicable in situations when radiologists and surgeons 
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would want to work together on the same window but extract the information which is 

most relevant for their expertise.  

     
Figure 2-13: Focus + Context visualization with additional views for improved surgical planning. 

(a) 2D and 3D renderings for the selection of access path; (b) focus + context views that 
provide detailed information of the selected resection path. [51] 

 

Similar surgical path views and rendering of a target structure surrounded by the rest 

of the volume is introduced in [52]. A region of interest is selected by the user after 

examining a multimodal volume rendering. Once the region of interest is selected by the 

user, the system computes the target position. Only then is the target displayed fully 

opaque with surrounding data from other datasets. To simulate a surgical path view, the 

proposed approach assumes that the incision path is a direct cylindrical path from the 

point of incision to the target. Depth perception has been enhanced by color adjustment, 

rendering of a coordinate system and a distance ring. This approach is aimed at surgeons 

only. Therefore the visualization technique would not be of interest to radiologists since 

no slices can be displayed. Moreover, the user has to first click on the target so that a 

region of interest is determined, and then the system renders surrounding structures in a 

way that ensures visibility. This rendering provides limited explicit spatial relationship 

understanding of the target and other structures from the context, and no inner structure 

exploration of the target can be achieved. Another disadvantage of this technique is the 

surgical path visualization which assumes that the access path is of cylindrical shape. 

a                                                                   b   
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This assumption is arguable because there are many cases where objects along the 

planned path have to be avoided and the taken path can be of a very complex shape. 

A technique most similar to the work in this dissertation has been presented by Burns 

et al. [53]. The authors augment transfer functions by means of an importance parameter 

such that different features defined by separate transfer functions can be identified as 

important or not. This is helpful since no segmentation of important features is required, 

and the important objects are always visible. A novel contextual cutaway region defined 

by two angle values is introduced. The two angles and the existence of focus and context 

regions ensure full visibility of objects of interest inside the overlay region, and a 

transition between 2D focus and 3D context is displayed in a transition region. 

Modifications of the angles and the overlay parameter achieve different rendering results 

as visible in Figure 2-14. Similarly to our work, this visualization combines 2D focus and 

3D rendering and allows for inner structure exploration by defining focus and context 

regions. However, the work of Burns et al. requires the extraction of importance values 

from the transfer function. This limits the possible visible target objects to only those that 

are defined as highly opaque by the transfer function. The shape of the focus slice is 

predefined by the scanning device and the user has restricted control over the size of the 

focus region and how much surrounding context is present. Furthermore, the transition 

area has the shape of the rendered slice and it displays a combination of the focus and 

context datasets. This approach does not allow a combination of more than two datasets, 

thus cannot give additional spatial information cues about anatomical structures visible 

on other dataset modalities. If we assume that the target region is defined by the volume 

in front of the rendered slice and the two angles define the side clipping planes, there is 
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no way the user can render only a subsection of the volume in front of the slice. Instead, 

the clipped target volume always ends at the focus slice. Furthermore, no surgical 

intervention path planning can be achieved by the presented visualization. 

 
Figure 2-14: Longitudinal ultrasound (US) image rendered as target within an MRI dataset. (a) 

Rendering of the target volume with no transition and overlay regions. (b) Overlay and 
transition regions allow the target volume to be rendered so that it augments the US 
image. 

 

Luo et al. [54] present an improvement of the focus + context metaphor by turning the 

magic lens into a focal probe in order to improve the context preservation and avoid 

cluttering by revealing more focus features. The focal probe acts similarly to the overlay 

region defined in [53], but it does not provide any possibility for 2D cross section 

rendering. It also clips the volume in front of the focal point and renders everything all 

the way to the back of the probe. Therefore, there is little flexibility about the size of 

volume that is displayed inside the probe. Furthermore, it serves as a tool used mostly for 

data exploration, and would not be beneficial for intervention planning.  

Magic lenses have also been applied to 4D data and 3D-flow data.  Fuhrmann and 

Groeller [55] use a cube-like magic lens to display filtered 3D flow data. This concept 

has been further extended by Gasteiger et al. [56] to allow the real-time exploration of 4D 

PC-MRI and CFD simulation data, where the focus-providing region is a 2.5D lens.   

a                                   b 
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2.3 Raycasting approaches in volume visualizations 

Our raycasting approach is based on the work presented by Kirmizibayrak [10] where 

a single lens is used to show multimodal datasets. Different dataset modalities with their 

own transfer functions can be assigned to every region, making this tool extremely useful 

when physicians work with images of high complexity. In their approach, a pre-

processing step is used to extract the front and back depth layers of the volume and the 

lens. The GPU vertex and fragment shaders break the ray for each pixel into three sub-

regions: 1. volume before the lens, 2.volume within the lens, and 3. volume after the lens. 

The same raycasting method is used to paint the volume (Figure 2-15) by utilizing an 

additional shader that pushes back the context polygonal mesh used for the start of the 

rays. The change of mesh shape depends on the position and shape of the magic lens. In 

this approach, areas from different data scans can be visualized on the same volume 

visualization. This raycasting approach, however, does not work well when the lens is of 

concave shape or if there are multiple lenses used when material is carved out, which is 

one of the goals of our proposed visualization framework.  

         
Figure 2-15: Focus + Context for volume painting. (a) Diagram explaining the computation of the 

ray positions in the volume. (b) The volume is painted using three different lens volume 
modalities. [10] 

 

Multivolume raycasting has gained significant popularity in the graphics community 

since graphics cards have become powerful enough to handle the necessary 

computations. Rossler et al. [57] have proposed a new method of dynamically generating 

a                                               b 
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shaders to raycast multiple intersecting volumes. The intersecting volumes can be 

assigned the same or different datasets. The ray computation and an example of the 

approach applied to a dataset are shown in Figure 2-16. Their approach allows the 

construction of an abstract render graph that determines what shaders are used for 

specific volume areas. The advantage of this work is the reduction from a three-pass 

rendering to a two-stage rendering algorithm by employing depth peeling approaches. 

Plate et al. [58] developed an octree-based algorithm to handle raycasting of arbitrary 

intersecting volumes. Their work has been developed in the context of overlapping 

volume exploration using lenses, which is similar to our approach. In this work, if a lens 

intersects multiple volumes, an octree that stores information about the boundaries for 

each subvolume is created. Depth peeling is used to sort all sub-lens volumes represented 

in the octree in order to correctly visualize the overlapping volumes. The application of 

multiple lenses has been further explored in the work of Borst et al. [59]. Their work 

requires no view-dependent generation of textures necessary for the raycasting algorithm, 

and can reuse cached results. The composition of lenses and the number of volumes lying 

within the lenses are determined at every time step using bitwise operations, after which 

an in/out test for the lenses determines the sampled volumes, providing significant time 

speedup compared to any previous methods. 
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Figure 2-16: Multivolume raycasting. (a) Diagram explaining how the ray position inside each 

volume is computed. (b) Interactive multivolume raycasting implemented for moving the 
two head cuts and ensuring skull visibility.  [57] 

 

To compare the performance of our visualizations with the work described in Chapter 

2, we have summarized the reported frame rates of various visualizations in Table 2-1. 

Table 2-1: Rendering speeds of visualizations presented in Chapter 2. 

Paper Reported frame rate  Paper Reported frame rate  

[6] 2 - 9 fps [41] 4 - 6fps 

[7] 2 - 28 fps [42] 3-14fps 

[8] 4 - 21 fps [50] 11 - 33fps 

[10] 17 - 30 fps [52] 9 - 24 fps 

[26] 50 - 100 ms [57] 11- 31 fps 

[38] 4 - 20 fps [58] 5 - 30 fps 

[39] 5 - 21 fps [59] 3 - 90 fps 

 

While focus + context provides an effective tool for medical dataset exploration, the 

volume displayed within the lens is always the whole 3D volume that falls within the 

boundaries of the lens tool - polygonal or any arbitrary convex or concave shape. There 

have been cases where the volume is clipped at the front, however no technique also 

provides a back clipping plane for the focus region. Occlusion of less important 

anatomical features can hide the object of interest and there is little detailed information 

similar to the slice visualization that can be extracted. Our work attempts a solution to the 

occlusion problem and also provides detailed slice information which the medical 

community is familiar with. As shown, the focus + context visualization technique has 

a                                                          b 
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been applied to 2D, 3D and 4D data. However, we are unaware of any focus + context 

techniques that utilize time to define the size and shape of visible focus data that is of 

interest for the data exploration and diagnosis, while still preserving context data. 

 

2.4 Perception improvements in volume rendering 

2.4.1 Information retention 

In our work we employ studies about information retention and the extent of 

periphery vision that is helpful for a user in perceiving spatial relationship information to 

further support explicit spatial and shape perception. 

Researchers in perception and psychological cognition have paid extensive attention 

to how much information is retained while the test subject changes attention area during 

an active top-down attention exploration task. The central (focus) vision area is where the 

user's gaze is fixed for a certain amount of time in order to perceive the most information 

about the observed region [60]. Once the visual attention area is moved from one place to 

another, the user relies on limited implicit memory to deduce relationship between the 

current focus and the past focus areas. However, implicit memory about objects in past 

focus areas is soon replaced by newer sensory data, which would impair any future 

necessary cognitive conclusions about the objects’ relationship. 

On the other hand, when we observe a scene and have an area of visual attention, 

contextual (gist) information and relationship cues are obtained through our peripheral 

vision. Peripheral vision provides immediate important spatial cues between the focus 

area and the rest of the scene due to the brain’s ability to recognize low spatial frequency 

information [60]. The peripheral vision area serves a major role in understanding how the 
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attention area is related to the rest of the scene. It has been proven that peripheral vision 

cues can be retained in memory for days, and thus provide much stronger spatial 

relationship understanding of the explored scenes [61].  

Current focus + context visualizations lack the ability to provide any relationship cues 

between the current focus area and the focus areas that have been explored a few seconds 

earlier. Such a relationship is of importance when a physician wants to limit the size of 

the focus area so that enough context is visualized, but is expected to infer distances 

between structures that are visible only in the focus dataset and do not lie within the lens 

geometry. Other cases where such cues might be of importance are during surgical 

planning when a physician moves the magic lens to see the target region, and also needs 

to see the objects lying along the path taken to reach the target.  

 

2.4.2 Depth perception 

3D volumetric renderings on a 2D screen often suffer from depth understanding 

problems. Users have to interact with the object and rely on motion parallax to perceive 

what objects are in front. Much research has been devoted to this problem, and a large 

range of solutions have been proposed. 

One way of improving depth perception is by applying depth of field effects for the 

volume rendering. The target object is in focus, while objects in front or further away are 

blurred with a blur coefficient proportional to the distance to the target [62]. An 

evaluation of this approach has been performed by a means of a user study. The highest 

accuracy of depth perception was perceived when the target object was at the front and 

the visualization was done using perspective projection [63].  
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In non-photorealistic rendering, depth perception has been improved using multiple 

techniques like tone shading, silhouettes and color depth cueing. Depth perception studies 

have shown that closer sections of an object are perceived to be in warmer tones than 

points in shadow or further away. [64] have introduced change of color hue based on the 

distance of an object’s point with respect to the eye position. Closer objects can be 

painted in warmer colors, for example red, while further objects are in bluish hues. 

Another used method is silhouette rendering, which displays the objects’ silhouettes and 

the user infers depth based on occlusion of the rendered contours. [65] uses the 

techniques described above, implementing them in real time by GPU computations and 

applying them to medical datasets that can benefit from depth perception improvements. 

An example of tone adjustment and the depth perception improvement that it achieves is 

pictured in Figure 2-17. Similar techniques like depth cuing by contrast reduction, depth 

color blending between source color and background, blurring and line fading have been 

used for illustrative depth improvement in [66]. Halos are another proposed technique 

[67, 68] for depth perception improvement.  

 
Figure 2-17: Depth perception improvements. Depth-based tone adjustment (a) results in an 

improved depth perception of the vascular structure, compared to the same dataset 
without such improvement (b). [65] 

 

a                         b 
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The above-mentioned techniques of color correction have been further extended by 

[69] where edge enhancement and two types of color correction – chromadepth and 

pseudo chromadepth (shown in Figure 2-18) have been implemented for the rendering of 

blood vessels. It was shown that pseudo chromadepth gives the most depth cues without 

burdening the user to remember different color ranges, and is therefore used in the work 

presented in this dissertation.  

 
Figure 2-18: Depth perception improvements using hue adjustments. (a) Original structure.  

(b) Chromadepth coloring. (c) Pseudo-chromadepth coloring 

 

 

 

 

 

 

 

 

 

 

 

 

a                       b                                           c 
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Chapter 3: Generalized temporal focus + context framework 

 

As described in Chapter 2, there are various ways of exploring datasets. All existing 

visualization approaches provide 2D slices, 3D volume renderings, or a combination of 

the two that can also be extended to 4D if we consider temporal changes in the 

visualization or time-dependent datasets. Medical visualizations are often developed to 

help with specific medical tasks in mind, and thus there is no work that provides a 

theoretical comparison between the various approaches that shows how they differ when 

used in the same application and which visualization is most suitable for certain tasks. 

Therefore, we conceptually explored existing 2D and 3D visualizations and the user 

interaction with a slice or a volume. As a result, we developed a generalized temporal 

framework that can be used to classify existing visualizations and to investigate new 

visualizations that have not been applied to medical data before [70]. Such a framework 

can be successfully incorporated within any visualization system so that it provides a 

wide range of rendering approaches that can be easily adjusted or switched, and would 

therefore speed up the diagnosis and procedure planning for individual or multiple users. 

 

3.1 Generalized framework overview 

We chose to employ the magic lens focus + context paradigm and generalize it into a 

temporal framework that can display various commonly used dataset exploration 

methods, some of which have been presented in Chapter 2. The developed framework is 

based on the observation that any combination of 2D and 3D visualizations can be 

generalized as consisting of two 3D geometric regions of any shape, for example two 
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cuboids as shown on Figure 3-1a. The large black cuboid represents the main (context) 

dataset, and the red cuboid is the focus geometry which will be adjusted so that it 

resembles 2D, 3D or focus + context visualizations. For example, a volume visualization 

augmented by a 2D slice can be represented by having the dimensions of the black 

cuboid equal the context dataset, while the red (focus) cuboid has dimensions equal to a 

single slice from the focus dataset as shown in Figure 3-1b. The red cuboid is moved 

along the z-direction to reflect the slice position. If the x and y dimensions of the focus 

cuboid are decreased as in Figure 3-1c, then the displayed slice is a sub-section of the 

original dataset slice, and it is surrounded by 3D volume similar to [53]. In both of these 

cases, we can allow the depth of the focus cuboid to be larger than the thickness of a 

single slice, resulting in a 3D volume rendering inside the focus region. Adjusting all 

three dimensions of the red cuboid to match the dimensions of the original focus dataset, 

the user achieves a 3D rendering of the whole focus volume as in Figure 3-1d. The 3D 

focus + context visualizations described in Chapter 2 can be represented as adjusting the 

size of the red cuboid to be less than the x, y, and z dimensions of the original dataset, but 

greater than the thickness of a single slice as in Figure 3-1e. Having such a generalized 

framework allows us to represent most of the already existing approaches as summarized 

in Table 3-1 so that a user can explicitly compare techniques and select the one most 

appropriate for the specific medical case. Providing framework-based visualizations for 

every user, we can support the visualization requirements of both radiologists and 

surgeons who need to discuss a case together.  



 

39 
 

 
Figure 3-1. Conceptual representation of the generalized focus + context framework. Any 

combination of 2D and 3D volumes can be viewed as having two cuboids of different size 
as in (a). Changing the size of the red cuboid results in: (b) 2D slice visualization with 
surrounding 3D context. (c) Slice with surrounding 3D context. (d) 3D rendering of the 
focus dataset only. (e) A focus + context visualization.  

 
Table 3-1. Existing visualization techniques explained in terms of the generalized temporal focus 
+ context framework. 

Visualization Representation using generalized temporal focus + context framework 

Context Focus 

3D volume Cube with dimensions equal to the 

whole context dataset 

None  

3D volume None  Cube with dimensions equal to the 

whole focus dataset 

Clipped  

3D volume 

3D geometry with dimensions 

smaller than the context dataset 

dimensions 

None 

Clipped  

3D volume 

None 3D geometry with dimensions smaller 

than the focus dataset dimensions 

2D slice Cube with dimensions equal to a 

single slice from the context 

dataset. The slice position can 

change over time. 

None 

2D slice None Cube with dimensions equal to a 

single slice from the focus dataset. 

The slice position can change over 

time. 

3D with 2D 

slice 

Cube with context dataset 

dimensions  

Cube with size equal to a single slice 

from the focus dataset. The slice 

position can change over time. 

3D with 2D 

slice 

Cube with size equal to a single 

slice from the context dataset. The 

slice position can change over 

time. 

Cube with focus dataset dimensions.  

Focus + 

Context 

Cube with context dataset 

dimensions 

3D geometry with reduced focus 

dataset dimensions but not equal to a 

single slice. The focus position or size 

can change over time. 

a            b           c 

      d    e 
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Table 3-1 (cont.) Existing visualization techniques explained in terms of the generalized temporal 
focus + context framework. 

Visualization Representation using generalized temporal focus + context framework 

Context Focus 

4D Focus + 

Context 

Cube with context dataset 

dimensions 

3D geometry with reduced focus 

dataset dimensions but not equal to a 

single slice. The dataset changes over 

time. 
 

 

Further consideration of the focus and context regions from the introduced 

generalized framework and their time-dependent interaction allows for the combination 

of 2D and 3D renderings in ways not previously used in medical exploratory 

visualizations. While a single 2D slice or a 3D volume can be rendered inside the lens, 

we developed five new methods of visualizing multimodal datasets that have not been 

previously applied to magic lens visualizations, as described in Table 3-2. These 

visualizations provide explicit information about the shape, structure and position of 

multiple dataset landmarks. In all of these techniques except the last one (Inner sub-

volume exploration) the context is a 3D volume with dimensions equal to the context 

dataset. Inner sub-volume exploration can have a context region of any size, but this data 

region is not rendered. 

In the first new technique - 3D Focus (with 2D rendering) and 3D Context, a lens of a 

three-dimensional geometry of dimensions smaller than the focus dataset is used to probe 

the focus dataset and explore every slice that falls within the lens region. The slices are 

scrolled through by the user. In the second approach - 2D+3D Focus and 3D Context, we 

allow the simultaneous rendering of 2D and 3D data inside the lens so that the inner 

structure of target volumes is explored without modifying the used transfer function as 

proposed in other work on inner structure exploration. We utilize a time-dependent 
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visualization - the user is asked to scroll through slices he thinks are important for the 

volume visualization, and thus define a 3D sub-volume inside the lens geometry that will 

be rendered. The resulting volume is augmented by rendering the back-most visible 2D 

slice. The next new technique (focus-driven context) helps users create an improved 

spatial relationship understanding between past and the current lens positions. A time-

dependent focus visualization renders a trace of past lens positions by rendering the 3D 

volume inside the trace region.  The user can now explicitly relate currently and 

previously viewed volumetric structures without having to memorize details about areas 

no longer in the focus. The newly defined trace area can be viewed as a hierarchy of 

context areas and thus it creates three regions where different datasets, transfer functions, 

or rendering methods can be assigned – for example 2D, 3D or 3D sub-volume.  

The user is allowed to save multiple focus regions that have been explored, therefore 

creating a focus region of user-dependent shape and size. If the rendering inside these 

saved positions is turned off, a volume sculpting visualization for planning of incision 

trajectories can be achieved - arbitrary focus region definition. Unlike previous surgical 

path planning systems, our framework supports a very accurate exploration of possible 

incision paths. When the user needs to see only the region that falls inside the lens 

geometry, inner sub-volume exploration visualization is achieved.  

 

Table 3-2. Proposed new visualization techniques defined by the generalized temporal focus + 
context framework. 

Visualization Representation using generalized temporal focus + context 

framework 

Context Focus 

3D Focus (with 

2D rendering) and 

3D Context 

Cube with dimensions equal to 

the whole context dataset. 

3D geometry of dimensions smaller 

than the focus dataset. Show only one 

slice at a time. 
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Table 3-2 (cont.) Proposed new visualization techniques defined by the generalized temporal 
focus + context framework. 

2D+3D Focus and 

3D Context 

Cube with dimensions equal to 

the whole context dataset. 

Cube with dimensions smaller than the 

dataset. 3D sub-volume shown inside 

the lens. Back slice of sub-volume 

shown. 

 

Focus-driven 

context 

1. Context cube with 

dimensions equal to the whole 

dataset; 2. New 3D region 

defined by past positions of 

the focus 3D geometry. 

3D geometry of dimensions smaller 

than the focus dataset. 3D volume, 2D 

slice or a 2D+3D rendering as explained 

above can be shown in this region. 

Arbitrary focus 

region definition 

Cube with dimensions equal to 

the whole context dataset. 

Arbitrary shape defined by moving the 

lens geometry in time, volume inside 

this region is shown or skipped. 

Inner sub-volume 

exploration 

Cube with any dimension. 

This volume is skipped. 

3D geometry that displays 2D or 3D 

data inside it. Focus position 

determined by the user. 
 

 

Therefore, a focus + context visualization can be viewed as an overview and detail 

visualization framework that can simultaneously achieve standard 3D volume rendering, 

a 2D slice rendering, 3D sub-volume rendering or a hierarchy of focus areas. By having a 

generalized framework we can define new ways of rendering focus and context so that 

we can provide explicit spatial relationship between multimodal datasets rendered as 2D 

or 3D, as well as provide visualizations that help in surgical planning or medical training 

by seeing only relevant regions. All proposed visualizations can be combined in any way 

to provide multiple views that can be used by physicians during team meetings or for 

accurate intervention planning. 

 

3.2 3D focus showing 2D slices  

3.2.1 Overview of technique 

The lack of contextual information and spatial and structural understanding of objects 

visible on slices has driven our work of combining 2D slice scrolling with a magic lens 
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visualization to significantly improve the spatial relationship perception between a 

volumetric rendering and slice images. We extended the possible visualization modalities 

inside a volumetric focus region to include rendering of 2D data. Context is kept as a 3D 

rendering so that it provides volumetric clues regarding the 2D images inside the focus.  

Unlike previous techniques where the focus is a single slice moved in three-

dimensional space, we introduce a unification of 2D and 3D techniques inside the lens 

region. Focus is still in the shape of a 3D lens geometry but we render only one slice at a 

time inside the lens. Therefore, we can still define target structures in terms of a 3D 

geometry, but restrict their visualization to 2D. This technique can be used in the 

exploration of volumetric datasets to see the original data that comprises the selected 

target volume slice by slice. The visible slice is oriented in an axis-aligned way if the lens 

is positioned perpendicular to the dataset, or it is in any arbitrary orientation depending 

on the orientation of the lens, thus supporting the visualization needs of different groups 

of medical specialists. 

Moreover, the advantage of having a generalized focus + context framework to define 

2D slices visible inside a 3D region is that we can easily accommodate a necessity of 

exploring larger or smaller sections of a 2D slice while ensuring visibility of the 3D 

context. For example, the need to see a larger slice while there is little context rendered 

around is achieved by increasing the dimensions of the lens. The bigger the lens is, the 

more slice details are visible and less context is rendered. Having multiple 3D shapes for 

the lens geometry, we provide easy adjustments of the shape of the visible slice - they can 

be in the shape of a circle, oval, square as in most existing medical visualizations, or 

others depending on the loaded lens geometry and the orientation of the lens.  
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3.2.2 Dataset exploration application 

Physicians often have to explore a combination of datasets - MRI, CT, US or others 

to understand how various anatomical objects visible on different modality scans are 

spatially related. Once the target feature is found, a physician might require a detailed 

view of the identified structure of interest. While 3D volume visualizations are excellent 

for understanding shape, occlusion can cause important aspects of the anatomy to be 

hidden by the object’s surface or other structures. For example, when exploring a brain 

tumor, a physician would like to know not only the exact position of the tumor and its 

shape, but also its composition and if there are any structural differences between the 

various areas within the tumor. This information is often not visible in 3D visualizations 

due to occlusion by the surface of the structure, and physicians go back to exploring 

individual slices to get a better understanding of the tumor. 

Using our 2D rendering inside a volumetric lens, once the user has identified a 

structure of interest using the standard magic lens tool (Figure 3-2a), he can switch the 

visualization to a 2D slice rendering (Figure 3-2b). Thus the user can explore the slices 

that make up the volume previously rendered in the lens geometry. Our approach is 

driven by the series of tasks that physicians often perform - explore the whole volume 

and find the target area; then, concentrate on the selected region and explore it paying 

attention to detail by looking at slices.  

The position of the displayed slice varies between the front (Figure 3-2b) and back 

(Figure 3-2c) ends of the lens. Visualizing a slice deeper within the volume would require 

the lens to be moved along the z-direction or to increase the size of the lens. The user can 

scroll through the slices using the keyboard or with gestures using a tracking device such 
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as Microsoft Kinect
®
. The lens position and orientation in 3D space is controlled using 

the mouse or a 3D tracker - for example a magnetic tracker (EM tracker) or Kinect. This 

process is successfully executed using a standard focus + context visualization as 

described in Kirmizibayrak [10] and allows interactive movement of the magic lens in 6 

DOF.  

 
Figure 3-2: Slice-based rendering inside a magic lens. Once the target 3D volume is found using 

a magic lens (a), 2D rendering is enabled to show any slice between the front-most slice 
inside the lens (b) and the back-most slice (c).   

 

The extension of the focus + context visualization to show slices within the focus 

region aims at helping radiologists improve their understanding of the internal structure 

of the target volume by eliminating occlusion common for 3D visualizations. 

Radiologists can use this technique to scroll through slices and examine them, while the 

3D context rendered around the slice gives them more information about surrounding 

structures visible on another dataset modality and how the structures are related. 

Surgeons can use the same visualization to explore structures along the planned resection 

path by seeing slices at arbitrary orientation. It also provides a slice visualization tool that 

physicians are comfortable with and often use when they have to clearly see objects.  

 

 

 

a        b                            c 



 

46 
 

3.3 2D+3D Focus and 3D Context 

3.3.1 Overview of technique 

Existing focus + context visualization techniques allow users to limit the rendered 

volumetric regions by means of clipping planes as described in Chapter 2. When the 

focus is a 2D slice, a front clipping plane and the 2D slice define the size of the rendered 

volume. When the target is a 3D volume, clipping planes or the position of the lens focal 

point determines what region in front of the target is skipped. However, no technique 

explores the possibility of having a large 3D focus region and the need to render different 

sections of it to provide an improved structural understanding while preserving 

information about the overall size and position of the target structure. Using our 

generalized temporal framework, we can address this lack of interactive visualization by 

redefining what segments of the 3D structures inside the magic lens are rendered.  

This introduced extension is driven by the commonly used and proven to be helpful 

visualization of a slice and its surrounding 3D volume. In this type of visualizations there 

might be so much information before the slice that structures in proximity to the slice of 

interest become occluded. To overcome this disadvantage, we extend the slice 

visualization described in Chapter 3.2 by saving the positions of the viewed slices over a 

period of time. While the slices that make up the target volume are scrolled through, the 

position of the oldest and most recently viewed slices over a predefined time span are 

used for the definition of two virtual cutting planes that outline a 3D focus sub-region - 

Figure 3-3. The slice positions are saved in an array of size N using the first-in first-out 

(FIFO) principle, where N is proportional to a user-defined time span.  
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Figure 3-3:  Diagram showing the area rendered as 3D sub-volume. The oldest saved slice (in 

blue) and the newest saved slice (red) determine the region between which the 3D 
rendering inside the lens is enabled. 

 

This interaction technique combines volume visualization and slice visualization 

within the lens in a way that provides a better understanding of the internal structure of 

the focus volume. Our visualization is more flexible than existing work where a single 

clipping plane is used to define what is being removed while everything behind this plane 

is rendered in 3D.  We do not fix the position of the two slices, which in our visualization 

can also be thought of as clipping planes. Therefore, our approach can achieve a 

rendering of the whole volume within the lens. It can also be successfully used to display 

the volume only between two or several slices, providing a clear visibility of only 

selected structures of interest.  

To provide important details that might not be captured by the current transfer 

function but could greatly contribute to the user’s volume structural understanding, the 

proposed technique displays the backmost slice visible at every frame. If the slice 

position is moved forward, the oldest saved slice will be displayed. If the slice is moved 

deeper inside the lens, the most recently saved slice will be displayed. When the user 

stops changing the slice position, the 3D volume visualization continues as an animation 

where the visible 3D volume gets smaller since the distance between the current and 

oldest slice positions over a predefined time span decreases until the two slice positions 
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are identical and only one slice is visible, becoming the technique described in Chapter 

3.2. 

 

3.3.2 Dataset exploration application 

Surgeons and radiologists have extensive training in understanding slices and the 

volume they represent. They are also familiar with and widely use systems that allow for 

axis-aligned or arbitrary slice orientation display. However, slice visualizations have one 

disadvantage - they require physicians to mentally reconstruct the focus 3D volume while 

scrolling through the slices. If slices are augmented by a 3D volume rendering and 

clipping of occluding structures is supported, more information about the three-

dimensional structure of the volume can be obtained. The improved volume 

understanding is often of significant help to clinicians who have to understand the precise 

depth spatial relationship between objects. However, to our knowledge, no existing 

magic-lens based visualization provides a flexible definition of a sub-focus region within 

the target volumetric structure with the front and back clipping planes being the explored 

slices. Thus, the newly introduced paradigm can be used to view any subsection of the 

3D focus volume in order to provide a better understanding of the inner structure of the 

target anatomy. 

Figure 3-4a shows a snapshot of a rendering of a brain tumor MRI dataset. The 

context area is used to provide the physician with explicit cues about the relative position 

of the tumor with respect to the patient’s head. For example, Figure 3-2a shows the whole 

volume that falls within the lens, and Figure 3-2c displays one of the slices that reveal the 

internal structure of the tumor. However, the shape of the tumor and its composition right 
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before or right behind this slice are not conveyed. To correct for this, Figure 3-4a 

displays a sub-volume rendering of the 3D tumor geometry defined by the oldest and the 

current slice positions as shown on the left side of the image. In this example the slice is 

moved deeper inside the volume and the current slice position is visible in the back. 

Similar visualizations can be achieved in displaying the sinuses rendered from a CT 

dataset as in Figure 3-4b and c. Each sub-volume spans a different section of the lens 

geometry depending on the user interaction. 

 
Figure 3-4: 3D sub-volume rendering inside the lens. The volume between the two slices shown 

on the left of each image is rendered using a predefined transfer function. (a) Rendering 
of a brain tumor from an MRI. (b) Rendering of a CT scan with the nose and sinuses 
visible. (c) Rendering of the sinuses volume positioned between two consecutive slices.  

 

The rendering of a 3D sub-volume can help both radiologists and surgeons achieve 

their exploratory goals. While a radiologist examines the rendered 2D slice, he can relate 

the slice position to the context volume or can visually examine the 3D volume right 

before or right after the slice of interest. Radiologists can also use this visualization to 

remove unnecessary objects and achieve clear visibility of the target structure in both 2D 

and 3D. Surgeons can use this rendering technique to establish a better sub-volume 

structural understanding of both the target anatomy and objects lying along the planned 

resection path without worrying that important areas are occluded. A detailed view of the 

explored sub-volumes is provided by the 2D slices augmenting the focus region.  

 

a                                                b                                      c
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3.3.3 Depth perception improvements of proposed technique 

An interaction session with the 3D sub-volume visualization can lead to a lack of 

understanding of the exact depth and size of the displayed sub-volume. Since our 

technique can render only a very small subsection of the volume, a lot of space might be 

skipped before the rays from Figure 3-3 start accumulating color and opacity, and it is not 

guaranteed that the end of the rendered sub-volume coincides with the back of the lens as 

in other approaches.  

Even though motion parallax provides one of the easiest to understand depth cues, we 

explored other depth improvement techniques that do not require movement of the 

explored geometry as this could cause confusion or inaccurate procedure planning 

especially in surgical simulations. As explained in Chapter 2.4.2, perception research 

shows that people often associate nearby objects with warmer colors (red, orange), while 

further objects are perceived to be more blue. Therefore, color-coding can be applied to 

the rendered sub-volume, and thus we extended our 3D sub-volume visualization by 

including chromadepth color coding [69]. In cases where depth color coding is included, 

color change happens only in the 3D sub-volume rendered. The slice displayed at the 

back of the volume is left as grayscale. To ensure visibility of depth color-coding without 

ignoring the original color extracted from the transfer function, we do not assign each 

sample along the ray colors ranging from red to blue as in [69]. Instead, the color 

obtained from the transfer function at every sample point is multiplied by a color-

adjusting value which starts as red and transitions towards the blue. The speed with 

which the color-adjusting value is transitioned from red to blue depends on the distance 

between the front and back slices and the number of samples taken along each ray. 
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Therefore, no matter how deep the rendered volume is, our coloring scheme ensures that 

the closer parts will be rendered in red, while parts further away will be blue as seen in 

Figure 3-5. Figure 3-5a shows pseudo-chormadepth coloring of the whole volume inside 

the lens, therefore blood vessels at the front are red, while the tumor near the center of the 

brain is in blue hues. If the rendered sub-volume is much smaller than the lens size, as in 

Figure 3-5b, the front-most points will be red, while the back of the sub-region is blue. 

 
Figure 3-5: Chromadepth coloring of a brain tumor. (a) The whole volume inside the lens is color-

adjusted. (b) Only the brain tumor is rendered and therefore has color adjustment. 

 

The proposed 3D sub-volume technique, similarly to the other visualizations defined 

by the generalized focus + context framework, uses an interactive lens to define a region 

of interest. However, the color-coded volumetric rendering inside the focus region might 

not be enough to infer how deep the lens goes inside the context volume and what the 

depth of the rendered volume is. Therefore, any of the visualizations considered within 

our generalized temporal focus + context framework can benefit from a depth 

visualization tool. This need becomes even more apparent in the 3D sub-volume 

rendering technique since the rendered volume can be anywhere within the lens geometry 

and it is of varying depth. Therefore, we extended the distance ring tool presented in [52] 

which shows the depth of a selected organ with respect to the whole dataset, where no 

focus tool is used. A modified pie-like depth visualization tool (Figure 3-6a) can provide 

explicit information about the depth position of the lens when used in any of the 

a                        b  
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visualizations defined by our framework. Moreover, it can be extended to show what 

portion of the lens is spanned by the 3D sub-volume at every time step of the interaction. 

This tool’s purpose is to give approximate depth information about the focus geometry 

and the rendered volume inside it in order to help one understand where the rendered 

structures are with respect to the lens geometry.  

We assume that the circumference of the depth tool corresponds to the full depth of 

the context volume. Depending on the lens size, the focus volume can be equal or less 

than the depth of the context. The lens depth as visible in Figure 3-6 is displayed in dark 

grey and shows the portion of the whole volume that falls within the lens geometry (on 

Figure 3-6 the lens is 30% of the whole volume depth). Within the lens, the two slices 

define the rendered sub-volume. Its depth is depicted in green and the position of the 

green part starts and ends at the corresponding slice locations within the lens. While the 

user changes the slice positions, the position and length of the green section keeps 

changing in order to provide real-time depth position information. 

 
Figure 3-6: A depth visualization tool used for 3D sub-volume rendering. (a) The tool shows the 

length of the lens (in grey) with respect to context and the volume spanned between slice 
1 and slice 2 (green). (b) The tool applied in rendering an MRI dataset. 
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3.4 Temporal focus-driven context  

3.4.1 Overview of technique 

Current magic lens focus + context visualizations support limited explicit spatial 

relationship between current and past focus areas. Structures that are considered 

important are replaced by context as soon as the lens tool is moved away. Because the 

user cannot see structures from successive focus regions at the same time, he or she has 

to rely on memory to compare them. Therefore, we explored ways of using our 

generalized focus + context framework to create an additional area for contextual 

visualization which alleviates the mental burden of implicitly inferring the distance and 

shape relationship between multiple dataset landmarks. Using the framework to define a 

new rendering region allows us to also incorporate improvements in shape and 

relationship understanding for a wide range of existing visualizations. Past focus 

positions over a user predefined time span define a complex new region used to render 

various datasets and modalities and to provide explicit spatial relationship. The new 

rendering region, called time-dependent focus-driven context, can be perceived using the 

user’s peripheral vision and its goal is to provide as much multimodal contextual 

information as possible without removing the important structures rendered in the magic 

lens area. Conceptually, we can think of this new area as a subsection of the framework’s 

context region, but its shape is defined by the temporal lens positions. 

To achieve correct position calculations of the focus-driven context, we employ a 

FIFO saving scheme of the most recent n focus position while the lens is being moved 

within the context. n is calculated based on a user-specified value measured in seconds 

which is translated into how many positions should be saved. Regions that have been 
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considered focus-driven context for more than the user-defined time span will be replaced 

by more recent focus positions. This approach creates a geometry that changes its shape 

over time and follows the focus region as a trace. Our animation-driven approach 

supports pausing so that the focus-driven context region can be fixed until further user 

interaction. Furthermore, a toggle switch is provided in order to turn on/off the display of 

focus-driven context in cases where the user would like to clearly see context structures 

lying within this region.  

The new region defined by our generalized framework allows us to introduce a multi-

level hierarchy of context volumes that supports explicit relationship between structures 

from multiple multimodal datasets. The new focus-driven context visualization paradigm 

shown in the volume rendering in Figure 3-7a can be viewed as a hierarchy of context 

regions where the context area from the generalized framework is now split into context-

only and temporal focus-driven context areas as shown diagrammatically in Figure 3-7b. 

Context-only shows the same data as the context from the hierarchical level above. The 

focus-driven context area defined by the user’s interaction with the lens can show any 

combinations of user-selected datasets and visualization dimensionality. In the example 

in Figure 3-7a, the new region shows both context-only and lens data merged together. 

Combining context-only and focus-driven context gives us the overall context for the 

current focus region. However, since this temporal region is aimed to provide more 

spatial cues, it is not restricted to having the same rendering parameters as focus or 

context-only. Thus, this hierarchy of context regions further benefits the dataset spatial 

cognition by allowing relationship inference between focus and context-only, focus and 

focus-driven context, and context-only and focus-driven context. The possible rendering 
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techniques in each of the three regions are user-defined, thus they can be viewed as areas 

that provide horizontal relationship between the multiple regions rather than the two-fold 

relationship provided by the standard focus + context paradigm. 

 
Figure 3-7: An overview of the focus-driven context paradigm. (a) CT-MRI data visualization using 

focus + context + focus-driven context with labeled areas. (b) A graph showing the two-
level context hierarchy created by the focus-driven context. 

 

The scope of the introduced focus-driven context is to provide additional information 

that can help the user understand better the relationship between distant anatomical or 

functional structures that cannot fit inside the lens. Therefore, the trace is rendered using 

a weighted alpha blending between context and focus-driven context so that we can 

assign more importance to areas closer to the current magic lens position that are also 

expected to be the most recently saved lens positions. Regions far from the current 

position are most likely to be the oldest lens positions stored. Thus, they would still be 

visible but will be faded out to a bigger extent in order to allow more visible context, as 

further explained in Chapter 4.  

 

3.4.2. Dataset exploration application 

Having three separate regions, the user can assign unique dataset and rendering 

modalities to each region in order to achieve optimal spatial relationship understanding 

a                                             b 
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between landmarks from the explored datasets. The focus and focus-driven context areas 

can be assigned the same rendering modality and dataset, for example a 3D MRI scan as 

in Figure 3-8a so that an explicit relationship between the visible brain tumor in the focus 

and structures viewed in the past can be obtained. The hierarchical nature of our approach 

supports the assignment of a different dataset or a transfer function to the focus-driven 

context. This third dataset can provide spatial relationship information between the 

different modalities and how the focus region (a brain tumor from an MRI scan in Figure 

3-8) is related to the skin and soft tissue of the patient (MRI dataset shown in the context 

area) and how it is related to the immediate surrounding bone - Figure 3-8b, or brain 

activity - Figure 3-8c. Focus-driven context also addresses the lack of explicit 

relationship between 2D slices within the lens and the 3D rendering of the focus volume. 

The main focus area can be assigned to display the 2D slice visualization within the lens, 

while the 3D volume is rendered inside the focus-driven context region as in Figure 3-8d.  

 
Figure 3-8: Focus-driven context in different exploratory scenarios. The focus area can display 

the same dataset as the focus-driven context area (a), the focus-driven context can 
display different datasets – for example a CT scan (b) or a PET scan (c).  An MRI slice is 
visible in the lens, while focus-driven context displays 3D rendering of a CT scan (d). The 
arrows show the path of the lens. 

 

A further examination of the spatial relationship cues provided by either of the 

context areas shows that radiologists can use the focus-driven context as an explicit short-

a                                 b                                  c                                  d 



 

57 
 

term memory that provides information about how the explored target objects are related 

to areas far from it but important for the placement of accurate diagnosis. Surgeons can 

use this visualization to ensure clear visibility of the target region and also visualize 

structures extracted from different dataset modalities lying along the incision path.  

 

3.5 Arbitrary focus region definition 

3.5.1 Overview of technique 

Any of the current visualization paradigms that can be explained using the proposed 

generalized framework utilizes one 3D focus geometry. Usually this is a predefined shape 

that is used to probe the datasets in order to get a better understanding of the dataset 

composition. However, none of these techniques considers visualizations where the focus 

is defined by multiple lens positions in the temporal domain, with the possibility of 

having modifiable concave focus shapes at runtime. Therefore, we explored time-

dependent framework-based techniques that can be used to define an arbitrary-shaped 

focus region made up of the lens geometry as it is moved in space over time.  

Thus, we introduce a focus + context visualization which uses a focus region of 

constantly changing shape that allows us to sculpt the context dataset. The focus region 

shape gets bigger and more complex with every newly saved 3D lens position. For 

example, using a focus + context visualization with a cubic lens, we can save four 

positions of the lens as time passes by. The result of rendering all saved lens positions 

together is the definition of an arbitrary-shaped concave focus region shown as a red 

outline in Figure 3-9a. The volume inside the newly defined focus region can be rendered 

using any of the described techniques - 2D, 3D or 3D sub-volume.  
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Utilizing the visualization paradigm of defining an arbitrary shaped focus region, we 

can adjust the visualization parameters to cause no focus rendering. This can be done by 

either traversing the rays inside the focus and setting the transparency at the end of each 

dashed segment from Figure 3-9b equal to 0, or skipping the dashed portion of the rays 

and starting the accumulation of color and opacity after those segments. Therefore no 

rendering is executed inside the focus, and only context is visible. Thus, the described 

paradigm can be viewed as a way of carving out material in real time as if sculpting the 

context dataset to explore optimal surgical intervention trajectories.  

 
Figure 3-9. A diagram showing the portion of the rays considered during each of the surgical 

procedure visualizations. (a) Multiple lens positions can be saved and used as focus.  
(b) When volume sculpting, the rays are skipped inside the lens and are traversed when 
passing through context. (c) Inner sub-volume exploration is achieved by traversing only 
those rays that fall inside the focus. 

 

3.5.2 Volume sculpting for surgical path planning applications 

Significant research has been devoted to improving tissue removal visualizations and 

simulations in order to achieve accuracy and realism. Surgical simulators are often used 

in pre-operative planning so that the surgeon can practice the planned procedure on 

patient-specific datasets and explore possible incision paths [71-73]. However, there are 

few systems that allow users to virtually sculpt the dataset and explore the result of the 

performed simulated procedure. Even though current drilling simulators support such 

tasks, they are limited to very specific procedures and expect prior detailed knowledge of 

a                                              b                                           c 
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the patient anatomy. The two most often used tools - a spherical drill and a suction tool 

do not provide any information about objects in front of them, therefore the user needs to 

anticipate what objects are at the tip of the drill. 

To address the shortcomings of current dataset sculpting techniques, we applied our 

arbitrary-shaped focus to volume sculpting tasks. The described visualization of defining 

an arbitrary-shaped focus region can be successfully used to modify the underlying 

anatomy when surgeons need to plan incision trajectories. Drilling simulations and 

sculpting visualization use three-dimensional solid drills as in Figure 3-10a. In contrast, 

the fact that our sculpting tool is a lens from the introduced generalized focus + context 

framework lets us assign any rendering modality to it. If we allow a 3D volume rendering 

inside the lens, the surgeon can visualize what parts will be removed if the tool is placed 

at the given position. The surgeon sees the exact volume that will be carved out and can 

thus adjust the position and orientation of the tool so that no vital organs are damaged.  

The 3D rendering inside the lens might not give any detailed information since the 

transfer function might not capture the whole range of important intensity values. For 

instance, some blood vessels might not be rendered, or they might be occluded by 3D 

structures visible in front of the blood vessels. Therefore, we can enable the 2D slice 

visualization introduced in Chapter 3.2. Once the position of the lens is determined 

(Figure 3-10b), the surgeons can switch to the 2D slice rendering (Figure 3-10c) and 

explore the slices that fall within the lens region to ensure that all data is safe to remove. 

If desired, the sculpting tool position can be adjusted with precision equal to the dataset 

spacing. Each position of the sculpting tool is saved by the user and is used to create an 

arbitrary-shaped focus region with no volume rendering inside it. For example, the result 
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from sculpting the context dataset by removing the region visible in Figure 3-10b and c is 

shown in Figure 3-10d. This combination of focus + context techniques guarantees very 

precise path planning with sufficient visible detail. 

 

 
Figure 3-10: Different modalities for volume sculpting. (a) The drill is rendered filly opaque. (b) 3D 

volume inside the drill is displayed. (c) The back-most slice at the current drill position is 
shown. (d) The result from removing the section selected in (b). 

 

The advantage of path planning and volume sculpting using the proposed technique is 

that those parts that have been removed with the arbitrary lens geometry are not lost. As 

the removal of structures is a result of skipping any rendering inside a large focus region, 

the information inside this focus shape is preserved. If the surgeon would like to see the 

3D structure that would be removed after the sculpting procedure is completed  (Figure 3-

11b), he can enable 3D volume rendering inside the multiple saved lens positions that 

were used (Figure 3-11a). Due to the definition of the removed regions as a framework-

based paradigm, we support the interactive exploration of these regions by enabling 

rendering inside the removed parts and using the magic lens to probe the specified 

volume to see 2D, 3D or 3D sub-volume rendering. 

a               b                c                                   d 
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Figure 3-11: Visualizing sculpted-out areas. (a) A large portion of the sinuses have been drilled 

out. (b) Rendering the removed areas from the same viewing angle. (c) Rotation of the 
model allows better exploration of the removed volume. 

 

3.6. Inner sub-volume exploration 

3.6.1 Overview of technique 

While any of the described techniques that fit within the presented framework have 

context rendered as a 2D slice or a 3D volume, none of the techniques address the 

possibility of not displaying context and what should be seen as a result. Therefore we 

explore a new visualization within the framework domain where no context is visible. 

The focus region is a 3D geometry with size smaller than the focus dataset. In this 

visualization the volume is rendered by not traversing rays outside the lens – i.e. dotted 

rays that pass through context as seen in Figure 3-9c. The lens position can be anywhere 

inside the focus dataset and no context would occlude the volume within the lens. The 

rendering inside the focus region can be switched between 2D, 3D and 3D sub-volume so 

that the focus region can be explored in detail. 

The visualization of inner sub-volume exploration defined by the generalized focus + 

context framework can be used to achieve visualizations similar to virtual endoscopy [74, 

75]. In virtual endoscopy the position of the endoscope is considered to be the virtual 

camera position, and the endoscope is advanced through a hollow organ. The rendering 

algorithm traverses rays from the camera to the walls of the object through which the 

a                      b                              c 
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endoscope is moved. Nothing beyond the opaque walls is rendered, and any structures 

right behind are not visible. The final image is similar to the image obtained during real 

endoscopic procedures that could be uncomfortable for patients. However, such a 

technique would not be sufficient if a physician is looking for abnormal structures along 

either side of a hollow structure’s wall. A visualization similar to virtual endoscopy with 

the added advantage of providing visibility of structures beyond the organ’s walls can be 

achieved using the described visualization of not rendering context and moving the lens 

in 6 DOF. 

 

3.6.2 Surgical planning application 

Unlike virtual endoscopy where the whole hollow anatomy in front of the camera is 

visible, the proposed focus + context visualization for inner volume exploration shows 

only those parts of the volume that fall within the lens. Therefore, this visualization 

method for inner volume exploration allows rendering of the volume along a path that is 

often chosen for endoscopic procedures and makes sure that the tool is not advanced too 

far in the organ. This is best illustrated in sinus surgery where the surgeon inserts an 

endoscope in the nasal cavity (Figure 3-12a) and has to navigate around the sinus 

structures. When using an endoscope, the surgeon is not aware of what lies outside the 

nasal cavity and the sinuses. When using the lens as a navigation tool, the surgeon can 

traverse the lens along the nasal cavity while also seeing structures beyond the nasal 

walls (Figure 3-12b). When advanced further in, the lens can display structures within the 

patient’s sinuses as well as the structure of the sinus cells (Figure 3-12 c and d). 
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Figure 3-12: Visualizing areas inside the volume. The lens is inside the sinuses (shown by an 

arrow in a). Moving the lens along the nasal cavity path reveals different volumetric 
structures – b, c, d. 

 

In our inner volume exploration visualization the lens is moved in 6DOF using an EM 

tracker and the volume that falls inside it can be seen. If the lens is positioned in a hollow 

organ, for example the colon, and the diameter of the lens is at least equal to the average 

diameter of the colon, the walls of the colon that fall inside the lens geometry will be 

visible. In cases when the ray opacity at the wall’s surface is less than one, the traversal 

will continue beyond the colon walls, allowing the surgeon to also see anatomies that are 

usually occluded by the colon. If necessary, the rendering modality can be switched to 2D 

or 3D sub-volume in order to support a detailed investigation of regions of interest. Thus, 

abnormalities or cancerous structures on the outside wall of the colon can be detected and 

investigated further, which is not possible in standard virtual colonoscopy visualizations.  

 

3.7 Collaborative meeting application 

The typical medical team meeting environment has been presented and a proposed 

improvement has been described in the work of Olwal et al. [76]. A radiologist sits in 

front of a computer workstation where he can manipulate the slices that constitute the 

dataset. The slices of interest are projected on large screens, and surgeons view the 

screens from their seats positioned far from the screen. In this conference-style meeting 

a           b                 c                              d 
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setup the radiologist is the one who explains his findings and then surgeons discuss the 

treatment plan with limited control over what is shown on the screen. They would point 

to a specific area with their hand or a laser pointer, which is very inaccurate, and other 

discussion participants might infer wrong positions of interest. Olwal et al. proposed an 

interaction system where medical specialists scroll through slices and point at regions of 

interest on their tablets, and the result is shown on the projection screen. However, this 

may cause users to lose concentration while they are manipulating the dataset on their 

device. It has also been pointed out that displaying and manipulating 3D dataset 

renderings can be beneficial in such conference-style meetings [77]. Furthermore, in such 

multidisciplinary meetings the radiologist has to pay attention to what surgeons suggest 

and has to provide his feedback if there are any organs that have to be avoided and the 

surgical team is not aware of. Groth et al. [77] gives insight on the disadvantages of such 

a verbal-based planning scheme. Lack of sufficient information, indistinct words or even 

the slightest distraction can cause inefficient meetings and confusion among the team 

members. As presented, while surgeons were thinking out-loud about possible ways of 

getting to the target object, the radiologist had to repeat several times that there were 

areas near the target that had to be avoided. The surgeons did not pay attention to this 

information for a while since they were occupied mentally reconstructing the dataset 

from different viewing angles and had to rely on limited images and a verbal discussion. 

Realizing that while radiologists are used to 2D slice visualizations, surgeons often 

require a different visualization modality and the option of independent interaction with 

the dataset, we investigated the unification of the presented new approaches for dataset 

and surgical path explorations. Being paradigms within the same temporal focus + 
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context framework, the numerous possible ways of combining them can serve both 

radiologists and surgeons in their multidisciplinary discussions.  Therefore, a system 

implemented using the introduced focus + context framework can accommodate multiple 

users, each of whom has a framework-based visualization with the flexibility to display 

any desired visualization. Our collaborative framework-based environment has been 

implemented using a single workstation and currently serves as a proof-of-concept that 

multiple magic lenses that show all of the already proposed extensions – 2D, 3D, 3D-

subvolume, focus-driven context and surgical path visualizations – can be combined so 

that a more efficient and precise discussion can be achieved.  

Conceptually the combination of techniques can be viewed as having multiple 

dependent or independent visualizations from the generalized temporal focus + context 

framework on the same screen. Each lens visualization is presented in its own window, 

and all current focus positions are also visible in a birds-eye view window that also 

employs a generalized framework visualization. To help with the spatial relation of 

multiple different focus regions, we combine these techniques with defined authority 

parameters so that one user can have partial control over other users’ focus regions while 

using the birds-eye view.  

Being aware of the authority of radiologists while presenting cases and findings, we 

gave radiologists more control of the visualization and the position of the tools that 

surgeons use. In our example (Figure 3-13) a radiologist and a surgeon each have a magic 

lens that displays the focus dataset in a way that they prefer. For example, the radiologist 

uses a slice rendering inside the lens and shows the surgeon the target slice from the 

optimal position on a birds-eye view screen that renders the whole dataset as in Figure 3-
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13a: Radiologist View. Now the surgeon has to be able to explore the dataset, point at 

areas of interest or investigate possible incision paths to validate his idea. To do that, the 

surgeon starts off with a magic lens with the same rendering modality as the radiologist 

and at the same position (Figure 3-13a: Surgeon View). The lens can display 2D, 3D or 

3D-sub volume so that the user can explore the target in a way that is optimal for him: in 

Figure 3-13b the radiologist’s lens shows a 2D slice, while the surgeon’s lens is a 3D 

rendering of the same region.  

 
Figure 3-13: Radiologist versus surgeon view. Each view can be assigned different rendering 

parameters. (a) CT slice visualization inside both views. (b) CT slice seen inside the 
radiologist’ lens, 3D volume rendering inside the surgeon’s lens. 

 

The radiologist and the surgeon lenses are moved interactively using an EM tracker. 

The 6 DOF movement of the focus lenses can be limited to a fewer number of DOF if the 

user wants to explore a certain area, or can be completely independent of the other user’s 

lens. For example, while the surgeon is exploring different incision paths, he can see a 3D 

volume or a 2D slice rendering of the area in a separate window where he can explore the 

volumetric structural composition. The radiologist’s overview window of the whole 

dataset allows him to see a birds-eye view of the surgeon’s lens and if there are any 

position corrections to be made.  

Passing through the inside structures, the surgeon can also sculpt the dataset. This 

will be respectively shown in the radiologist’s window. Once the sculpting tool positions 

a                                                 b
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are saved, the removed volume can be rendered so that both team members can evaluate 

the appropriateness of the proposed treatment plan in a visualization modality that best 

suits their dataset understanding. 

The unification of techniques can be successfully implemented in a conference room 

setting, or when only a few physicians use the system on a computer screen. However, 

depending on the room size and the number of participants, there is a need for using 

different types of input devices for the control of the focus regions. EM trackers are 

connected to the computer using wires, and they have a limited range within which the 

electromagnetic transmitter detects position and orientation. An optimal interaction 

device for large rooms with multiple people would be a depth camera like Microsoft 

Kinect
®
. Kinect can track up to six users at the same time, and the sensor’s range is much 

larger than that of an EM tracker. Currently our system successfully employs tracking 

using Kinect where the position of the user’s left hand corresponds to the position of the 

lens. Movement of the user’s right hand in the 2D or 3D sub-volume rendering modalities 

changes the position of the visible slice. Further work is necessary to develop a 6DOF 

orientation tracking based on a single hand motion. 
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Chapter 4: GPU rendering of proposed approaches 

 

Our focus + context visualization uses the raycasting method described in 

Kirmizibayrak [10]. It has been extended to use the depth peeling algorithm originally 

introduced by Everitt [78] so that the proposed framework can support volume sculpting. 

The frame rate of the used raycasting techniques is compared to the work presented in 

Chapter 2 and summarized in Table 2-1. 

 

4.1 Three-pass GPU raycasting 

The underlying GPU rendering technique described in [10] requires two types of 

preprocessing steps. The first one is loading all necessary datasets and extracting the 

gradient which is used to compute the Phong shading of the volumes, as shown on the 

left-most side of Figure 4-1. The second preprocessing step renders the context and the 

lens meshes to depth buffers shown in Figure 4-1 (second column) that provide 

information about the beginning and the end of the traversed rays for each volume. This 

information, together with the datasets and the gradient information, is sent to the GPU 

where the raycasting is executed. Based on the input information, the fragment shader 

computes three areas - before the lens, within the lens, and after the lens for an optimized 

ray traversal, and accumulates color and opacity within each traversed region.  
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Figure 4-1: Rendering pipeline used for the focus + context visualization is shown by the black 

squares and arrows. (a) Final image for the focus + context visualization. (b) Final image 
for the focus-driven context visualization. The red squares and arrows show the 
additional steps in the rendering algorithm. 

 
To render the slice corresponding to the position defined by the user, we modified the 

ray traversal algorithm applied to the rays that fall within the lens geometry. Instead of 

traversing the ray from the start of the lens, we compute the point along the ray where the 

ray intersects the selected slice position. Therefore, only one volume sample is required 

to extract the correct color data, while the corresponding pixel is rendered at full opacity.  

To render the volume between the oldest and the most current slice positions, we 

extend the slice-based focus + context GPU raycasting technique described above. The 

slice positions are saved in an array of size N, where N depends on the user-defined time 

span. Our raycasting algorithm uses the oldest and newest slice positions at every frame 

(designated red and blue on Figure 4-2), and thus we can compute the position where 

each ray passes through the two slices. The ray is traversed and color and opacity are 

accumulated only between the two computed points. As shown on Figure 4-2, the ray is 

skipped (dotted line) until it hits the front (red) slice, after which we accumulate color 

and opacity until it hits the back (blue) slice. When the ray intersects the slice furthest 

a 

 

 

b 
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away from the viewer (slice 2), the grayscale color value of the slice at that position is 

added to the current RGB value to display the slice right behind the rendered sub-volume. 

Using this technique, we do not need to traverse the ray before the front slice and behind 

the back slice, therefore we can further speed up the volume rendering by volume 

skipping. This ensures that our visualization always remains at interactive rates even 

when multiple large datasets are imported, as observed in Table 4-2. 

 
Figure 4-2: Ray traversal for 3D sub-volume rendering. The ray that falls within the lens is 

traversed only between the front-most (red) and back-most (blue) slice positions in order 
to speed up color accumulation calculations. 

 

A modification of the raycasting algorithm has to be done when rendering the focus-

driven context introduced in Chapter 3.4. We extend the algorithm presented above to 

correctly render the area defined by the past n saved lens positions. As shown in Figure 

4-1 (second column),  a third depth buffer called Trace Depth Buffer is created during the 

pre-processing step and generates all focus-driven context textures necessary for the GPU 

rendering. It holds depth renderings of the 3D lens volume at all positions that define the 

trace area. Once the rendering to the depth buffer is completed, the newly created depth 

textures are also sent to the GPU. 

The GPU rendering of the focus-driven context starts with finding whether a pixel 

falls within the focus-driven context area by computing the distance between the trace 

start position and the volume start position, as well as the distance between the trace and 



 

71 
 

the lens. The most-recently stored position of the lens as a trace area (area A in Figure 4-

1) would most likely have an overlap with the current position of the lens (area B). In 

order to avoid raytracing two times in this overlapping area, we find the overlap (A∩B) 

using the computed distance between the trace and the lens. Since the lens volume has 

higher importance than the focus-driven context, the focus volume will be displayed in 

the overlapped area. For every ray that passes through the focus-driven context (area A-B 

shaded in yellow in Figure 4-1), we follow the ray and accumulate context color and 

opacity. The same ray is also traversed to compute the focus-driven context color and 

opacity based on the assigned dataset. For this computation, we split the ray into three 

regions – in front of the trace area, within the trace area, and after the trace area, similar 

to how we render the lens volume. This will ensure that the trace region displays the 

same volume that has been displayed as focus a few seconds ago. Once the RGBA values 

for trace and context are computed, we perform a weighted RGBA blending of the two 

areas using equation 4.1, where w is the weight blending factor. 

αfinal = (1-w) * αcontext + w*αtrace       (4.1) 

w = wuser*(1.0 - wdistance)        (4.2) 

 

As shown in equation 4.2, w is computed using two weights: wuser - a user-defined 

alpha blending and wdistance - a distance-dependent weight computed by the raycasting 

algorithm which can be enabled or disabled. Wuser is a user-defined alpha-blending weight 

which is allowed to vary between 0.0 and 1.0. Wdistance is computed per pixel and 

determines the distance between the current magic lens position and the current focus-

driven context pixel. Therefore, pixels that are near the magic lens will be displayed by 
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merging context and trace with the weight w nearly equal or equal to wuser since wdistance is 

close to or equal to zero. The merging factor w will get smaller the further we get from 

the lens, allowing the display of more context while the focus-driven context is assigned 

reduced visibility.  

An illustration of the described weighted RGBA blending is presented in Figure 4-3. 

Figure 4-3a shows focus-driven context at the same opacity as the focus region. This 

focus-driven context, however, does not provide any additional cues that a magic lens 

with a size and shape equal to the currently displayed CT dataset would provide. 

Therefore, in Figure 4-3b we show the weighted RGBA-blending between context and 

focus-driven context regions so that we can see not only the areas where the lens has 

been, but also important context features like skin and eyelids. Figures 3-4 c and d 

display the same interaction time step, however we have reduced wuser to 0.3 and 0.1 

respectively to reveal more context. 

 
Figure 4-3: Time-dependent focus-driven context with different weighted RGBA blending. Magic 

lens is positioned on the left side of the volume. Context displays MRI dataset, focus and 
focus-driven context display CT dataset. (a) Focus-driven context not blended with 
context. Focus-driven context alpha-blended with the context using distance-dependent 

weight and (b) wuser = 0.5. (c) wuser = 0.3. (d) wuser = 0.1. 

 

4.2 GPU rendering using depth-peeling and a new parity computation 

The utilized raycasting approach described in Chapter 4.1 however gives artifacts 

when used for the volume sculpting visualization of Chapter 3.5. This is due to the fact 

 a            b     c                          d 
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that the arbitrary-shaped focus region constitutes multiple lenses which might have 

insignificant overlap. Therefore, when using the front-most (red in Figure 4-4a) and back-

most faces (blue in Figure 4-4a) among all saved lens geometry meshes, wrong ray 

traversal occurs in regions where the ray passes through both sculpted areas and through 

context as shown by the top-most ray in Figure 4-4a. 

   
 

Figure 4-4: Two different ways of ray position computation. (a) The ray segment inside the drilled-
out region is computed by the front and back-most faces of the volume. (b) Depth peeling 
can help for the correct computation of the ray inside the drilled regions. 

 

To correct for this, the start and end positions of the rays for each unique region have 

to be defined more accurately. One way is to render the front (red) and back (blue) faces 

of each lens position separately as shown in Figure 4-4b and then compute the overlap 

between the lenses based on the start and end positions of each lens’ mesh. If multiple 

overlapping lens positions are used for volume sculpting, this technique becomes highly 

inefficient and can slow down the rendering speed to under-real-time. 

As presented in [79], we achieve accurate rendering of the complex concave 

geometrical region by combining depth peeling techniques [78] and performing a new 

way for parity computation on the extracted layers. Similarly to [57], the first and front-

most layer is extracted by rendering all saved lens geometries to the depth buffer. All 

consequent layers are computed by rendering the saved geometries without face culling 

a                                   b
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and discarding fragments with depth less than or equal to the previously extracted depth 

layer. Unlike [57] where the sequence of depth layers is saved by means of bitwise 

operations and  the number of saved layers is limited to 32, we incorporated a parity 

computation similar to the one presented in [80] and therefore we can support an 

unlimited number of tool positions. The parity computation method described in [80] is 

done as a preprocessing step and it cannot accommodate the visualization of regions that 

change their shape and size dynamically at run-time. Furthermore, the parity values can 

be only 0 or 1 for each depth layer, making it applicable to only CSG volumes. 

To make the parity computation method applicable to the rending of our complex 

sculpted region, we utilize a constant c for the parity at every depth layer. We add the 

constant c to the computed parity for the previous depth layer when we have a front-

facing depth layer i and subtract the same constant c in cases of back-facing layers as 

presented in equation 4.1 and graphically shown in Figure 4-5. The value of the constant 

c depends on the number of saved geometries that make up the sculpted region, with  

c =1/ number_of_saved_lenses. 

Parityi = Parityi-1 + c     if layer i is a front face         (4.3) 

Parityi = Parityi-1 – c     if layer i is a back face            

 

To identify whether we need to add or subtract c to the previously computed parity 

value, the algorithm executes two calls to the GPU rather than only one call as in the 

work of [57, 80]. Every layer following the initial front-most depth layer is computed as 

follows. During the first GPU call, the next depth layer i is extracted by disabling face 

culling and applying depth comparisons. In the second call, the algorithm extracts the 

next front-face depth layer and compares this depth value to the depth value saved from 
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the previous GPU call. If the values are equal, the initially extracted depth layer 

corresponds to a front face and c is added to the parity, otherwise c is subtracted. The 

depth and parity values for layers i and i-1 are saved in two textures that are alternated. 

Color is computed depending on the parity saved in each layer. If the parity of layer i-1 is 

0 and the parity of layer i is equal to c, then the region between the two depth layers lies 

within the context region. In any other case the traversed ray passes through the complex 

focus region that has been sculpted out. 

 
Figure 4-5: Depth peeling and parity computation for two rays traversing three square tool 

regions. The depth layers are represented by different colors: layer 0: red, layer 1: yellow, 
layer 2: green; layer 3: blue; layer 4: purple, layer 5: cyan. Parity for each volume 
intersection is shown. 

 

To speed up the visualization, depth peeling and parity computations are done only 

for the arbitrary-shaped focus region. The RGBA values for this region are computed 

during the depth peeling computations and saved in a texture. This texture becomes input 

to the raycasting algorithm used for the whole visualization. If the ray is found to be 

traversing an arbitrary-shaped focus region defined by its front-most and its back-most 

depths, a lookup of RGBA in the saved texture is performed and the values are blended 

with the RGBA values accumulated for the ray.  



 

76 
 

This algorithm is strongly dependent on the number of lens geometries saved. The 

more geometries we need to depth peel, the slower the algorithm becomes, which is a 

known drawback of the depth peeling algorithm.  

 

4.3 Interactivity evaluation 

A key factor in the used visualization technique is the interactivity of the system so 

that no lag in the lens position and trace movement is introduced. We quantitatively 

compared the rendering speeds in frames per second (fps) using a medical case and 

looked at all proposed visualizations. The case is a multimodal dataset (a MRI scan with 

dimensions 176x224x256 and a CT scan with dimensions 512x512x174) registered using 

the ICP registration algorithm [81]. Two different transfer functions are used for the 

rendering of skin/soft tissue and for the rendering of bone. All computations are done on 

a Dell Precision T7600 workstation. The GPU card used is an NVIDIA Quadro 6000 

graphics card with 6GB of graphics memory. The results from the comparison are 

presented in Table 4-1.  

The combination of 2D and 3D volume rendering does not create any significant 

performance and memory overheads compared to the standard focus + context 

visualization paradigm. When only 2D slices are displayed, no changes in the rendering 

speed were observed. In the case of 3D sub-volume rendering, the number of frames per 

second depends on the size of the rendered sub-volume. The maximum number of fps 

occurs when the rendered sub-volume is between two consecutive slices, while the 

minimum number of fps is seen when the whole volume inside the lens has to be 
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rendered. Any other sub-volume size will generate speeds between the minimum and 

maximum observed fps.  

For rendering focus-driven context we used the modified GPU raycasting technique 

described in Chapter 4.1. It introduces small reductions in the frame rate. Without using 

the focus-driven context, the rendering speed is around 59 frames per second depending 

on the areas over which the lens is positioned. The observed frame rate is significantly 

higher than previous work as presented in Table 2-1 where the average rate is often 20 

fps or less, and in rare occasions higher than 30 fps.  The size of the cylindrical lens for 

the speed comparison is fixed to dimensions 0.3x0.3x0.45 of the original volume. When 

we introduce the focus-driven context, we observe a reduction of rendered frames per 

second explained by the fact that we have to trace more rays and do more color and alpha 

computations. Thus, the speed is inversely proportional to the size of the lens and the 

number of lens geometries that define the trace. However, no speeds under 28 fps were 

observed under any dataset combinations even if the focus-driven context took up the 

whole context area. 

Table 4-1. Comparison between the various combinations of rendering techniques - Focus (F),  
Context (C), Focus-driven context (FDC), 3D sub-volume (3DS). The observed fps have been 
recorded for different combinations of datasets displayed in the various regions.  

VISUALIZATION FOCUS 

DATA-SET 

CONTEXT 

DATASET 

TRACE. 

DATA-

SET 

FPS 

(AVERAGE OVER MULTIPLE 

LENS POSITIONS) 

Standard F + C MRI MRI - 59 

Standard F + C CT MRI - 59 

F + C +FDC MRI MRI MRI 47 - 59 

F + C +FDC MRI MRI CT 50-59 

Focus is 2D slice CT MRI - 59 

Focus is 2D slice + 

FDC 

CT MRI MRI 28 - 57 

Focus is 3DS CT MRI - 58-59 

Focus is 3DS + FDC MRI with 

MRI slice 

MRI MRI 28: all context is trace, subvolume is 

whole lens 

47:  small trace and subvolume  
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Table 4-1 (cont.) Comparison between the various combinations of rendering techniques. 

 

The applied depth peeling algorithm has been evaluated by comparing the average 

observed speed performance when changing the size of the sculpting tool and the number 

of cut-out regions – Figure 4-6. As shown, no significant performance changes were 

observed when depth peeling was performed on less than 10 saved lenses. If more saved 

geometries were to be depth-peeled, the visualization showed a decrease in performance. 

However, even with 40 saved geometries the algorithm maintained real-time speeds. The 

performance is not dependent on the size of the sculpting tool, showing that the main 

reason for the decreasing performance is the non-optimized depth peeling method. There 

was no observed dependence between the size of the sculpting tool and the overall 

visualization performance. 

 
Figure 4-6: Rendering performance when a sculpting tool is used. The performance is 

independent of the size of the tool used.  
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Chapter 5: User study for the validation of the proposed approach 

 

To validate the efficiency and usefulness of the proposed generalized framework, we 

executed a user study that compared three of the novel visualizations to already existing 

visualizations. The study consisted of three experiments, completed in two separate 

successive blocks. The order of the tasks was randomized within each block. The study 

was approved by our institution’s ethics committee and all participants gave their 

informed consent. The study was performed by 18 subjects (9 male and 9 female) with 

median age of 28 years. To exclude factors dependent on previous medical knowledge 

and experience we recruited college-educated individuals with no medical background. 

 Upon arrival users were informed about the purpose of the study and that response 

time and accuracy between novel and existing techniques would be compared. We did 

not specify which techniques were new. We provided a brief explanation of each 

experiment, supplemented by graphical depictions. Each subject performed a practice run 

using a different dataset (the Stanford Bunny) than the study proper (the Piggy bank). 

Each visualization technique was tested only with one target position so that users could 

get acquainted with how to control the different visualizations and how to proceed once a 

target has been localized. Once comfortable with the interaction, users ran the user study. 

The first block was conducted to provide users some familiarity with the visualization 

methods before engaging in the experimental trials in the second block; data from these 

practice trials are not included in the analyses described below.  A paper survey regarding 

the study was conducted at the end. 
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5.1 Experiment 1 

The first experiment compared a focus + context visualization that uses a front-

clipping plane within the lens with a visualization that uses two clipping planes to define 

sub-regions of interest, which is a simplified version of the 3D sub-volume visualization 

introduced in Chapter 3.3. The task required users to find which pair of cubes from the 

focus dataset was separated in depth by a gap. The focus dataset consisted of two pairs of 

cubes – two cubes had a gap in-between with gap size of 25 voxels - Figure 5-1a, and the 

other two had no distance between them – Figure 5-1b. The experiment was tested with 

four randomly positioned target objects during each block.  

The focus + context visualization used a cylindrical focus region with diameter slightly 

wider than the width of the target cubes. The first technique allowed users to adjust the 

front clipping plane (FCP) of the focus region using the up and down keyboard keys 

(Figure 5-1c). In the second technique users were allowed to adjust both the front and the 

back clipping planes (FBCP) in order to explore sub-sections of the focus region - Figure 

5-1d. The front clipping plane was adjusted using the up and down keys, while the back 

clipping plane was adjusted using the up and down keys from the numeric pad. Accuracy 

was scored as True or False, based on the distance between the saved mouse position and 

the projected correct target position. In both techniques we provided the depth 

visualization tool described in Section 3.3.3 so the depth position and the depth of the 

rendered volume could be explicitly seen. 

We hypothesized that having two clipping planes that also provide slice visibility 

would improve structural understanding of anatomies from multimodal datasets. 

Therefore, we expected to observe accuracy improvement when using FBCP. We also 
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anticipated instances in which users would not be able to find the target object using FCP. 

We hypothesized that FCP would result in significantly faster response time than FBCP 

because it is a simpler technique to interact with. 

 
Figure 5-1: The techniques used in experiment 1. The two sets of cubes as seen by users (a, b). 

Graphical representation of the two compared techniques – FCP (c) and FBCP (d). 

 

For each user in experiment 1 we calculated the average response time across the 4 

trials. The response time performance analysis is graphically shown in Figure 5-2. The 

average response time for FCP was 26.54 +/- 2.74s while for FBCP it was 28.73 +/- 

2.57s. Pairwise post-hoc comparison (two-tailed t-tests) between the two averages did not 

result in significant differences between the two (p=0.43). 

 

 
Figure 5-2: Box and whisker plot of response time for FCP and FBCP. Average time is 

represented by the dots. 

 

The accuracy measurement was represented as either 0 (not correct), or 1 (correct). 

The average accuracy scores across 4 trials per technique for FCP and FBCP were 86% 

+/- 4% vs. 96% +/- 2% respectively. A paired-sample t-test on the accuracy data was 
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marginally significant (p = 0.069).  This hints at a trend toward improved understanding 

of depth relationships among occluding objects when two adjustable clipping planes are 

available. 

Three questions were asked in the paper survey. Users were asked to identify which 

visualization was easiest to use and which one gave them a better understanding of the 

position of the cubes. The last question asked whether the depth visualization tool was 

helpful in completing the task. 33% of users indicated that FCP was easiest to use, 61% 

found that FBCP was easiest to use, and 5% indicated that both were equally easy. 83% 

said that FBCP gave them the best understanding about how the cubes were positioned, 

5% indicated FCP, 5% said that both gave them equally good understanding, and 5% 

indicated “neither”. 89% said that the depth visualization tool was helpful, although some 

users mentioned informally that without it they wouldn’t be able to localize the two cubes 

with a gap in-between. 11% answered that the tool was not helpful.  

 

5.2 Experiment 2 

In the second experiment we compared different techniques that could help users 

deduce the distance relationship between structures visible on multimodal datasets. The 

focus dataset consisted of three large cubes, three large spheres and multiple smaller 

spheres and cubes of randomized color (red or blue) positioned at the same depth. Users 

were asked to identify the largest cube closest to both the largest sphere and one of the 

flowers visible on the context dataset. Smaller objects and colors were used as distracting 

factors, while users were expected to concentrate on the largest objects only. This 

experiment was repeated with four randomly positioned targets within each block. 
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Four visualization techniques were compared. The first technique utilized a focus + 

context visualization with a small focus region (SL) – Figure 5-3a. The second technique 

used a focus + context visualization with a large focus region (LL) - Figure 5-3b. The 

other two techniques employed a small lens with additional focus-driven context 

visualization. In the first such technique context and focus-driven context were merged 

with a weight w of 0.35 so that focus objects were clearly seen (Tr1) – Figure 5-3c. The 

fourth technique used a weight w of 0.05 which resulted in less visible focus targets (Tr2) 

– Figure 5-3d. In both Tr1 and Tr2 the trace was visible for around 4 seconds. The 

accuracy for each target position was evaluated as correct or incorrect based on the 

distance between the saved mouse position and the projected correct target position. 

We hypothesized that the focus-driven context techniques would be faster and more 

accurate in target finding. We expected to see performance differences between Tr1 and 

Tr2 given their different weights w. Furthermore, differences between SL and LL were 

anticipated since SL has very limited visible focus region. Of particular interest was the 

comparison between the focus-driven context and large lens conditions; both 

visualizations can show large focus regions, but the shape of these regions vary between 

the two techniques. 

 
Figure 5-3: The visualization techniques compared in experiment 2. (a) Small lens (SL); (b) Large 

lens (LL); (c) Focus-driven context (w=0.35): Tr1; (d) Focus-driven context (w=0.05): Tr2. 
 

The average response time for each user was calculated across the 4 trials per task. A 

one-way repeated measures analysis of variance (ANOVA) performed on these average 

a            b                   c      d 
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values showed a significant difference in response time (F(3,51)=6.18, p=0.001).  The 

average response times for each technique as seen on Figure 5-4 are LL =12.93s; Tr1 

=14.52s; Tr2 =16.46s; SL =17.32s.  Pairwise post-hoc comparisons (two-tailed t-tests) 

showed that this effect was driven by significant differences between the SL and LL 

conditions (t(17) = 3.49, p=0.003), between SL and Tr1 conditions (t(17)= 2.51, 

p=0.023), and between the LL and Tr2 conditions (t(17)=-2.88, p=0.010). A one-way 

ANOVA performed on the average accuracy scores across 4 trials per technique showed 

no main effect of task, (F(3, 51)= 0.14; p=0.94). The average accuracy per technique was: 

LL =93.6% +/- 3%; Tr1 = 93.6 % +/- 4%; SL =91.7% +/- 3%; Tr2 = 91.2 % +/- 4%. 

 

 
Figure 5-4: Box and whisker plot for response time for all four methods. Average time is 

represented by the dots. 

 

Three questions were asked regarding this experiment in the paper survey. First, users 

were asked to choose between SL, LL and Trace (Tr1 and Tr2 were treated together) in 

terms of which technique gave them the best understanding of how all focus objects were 

positioned. 5% of users indicated that SL gave them the best understanding about the 

position of objects. 67% indicated LL and 39% indicated Trace. 61% of users said that 

LL was easiest to use versus 33% preference for Trace and 5% preference for SL. A 
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strong preference for a long visibility (4 seconds or more) of the trace (78%) was 

observed when compared to 22% preference for shorter visibility. 

 

5.3 Experiment 3 

In the third experiment we compared current techniques used in volume sculpting to 

the proposed technique of creating an arbitrary-shaped focus region using the focus lens. 

Users were asked to remove structures starting from a small white cube visible on the 

surface of the context dataset (Figure 5-5a) until they reached a larger white cube which 

was the target. Users were told to stop removing structures as soon as they saw the target 

object so that they don’t cut through it. The experiment was repeated with three randomly 

positioned targets within each block. 

Two types of sculpting tools were compared. The first one was an opaque tool that 

would not allow users to see what lies ahead of it (OD) - Figure 5-5b. The other was a 

lens-based sculpting tool that allows users to see what lies beyond the tip of the tool (TD) 

- Figure 5-5c. The tool position was controlled with the mouse, and cutting out material 

was executed by a key press. Accuracy computations were performed by computing the 

distance between the saved depth position of the front face of the target cube and the 

depth position of the user-controlled sculpting tool. Negative distance corresponded to 

the tool position being in front of the target. Positive distances represented how much of 

the target object had been cut out. 

We hypothesized that there would be a significant response time and accuracy 

improvement of TD over OD. We believe that having the capability of seeing what 

objects lie ahead of the tool’s position would improve not only the accuracy of the 
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method, but also the response time, since the transparent tool does not have to be moved 

away in order to validate the position of the target object. 

 
Figure 5-5: Volume sculpting starting at the white cube in (a), until the target is clearly seen using 

an opaque tool (b) and a transparent tool (c). 

 

The depth position of the target objects was varied throughout the experiment and the 

blocks. Targets that are close to the surface will take less execution time than targets 

deeper inside the context dataset. When considering the second repetition, OD had two 

targets positioned near the surface of the context dataset and one target placed deep, 

while TD had one target positioned near the surface and two targets placed deep inside 

the dataset. This different ratio of deep vs. shallow targets would impact the response 

time comparison. Therefore we randomly excluded response time and accuracy data 

corresponding to one shallow target from OD and one deep target from FD per user. 

When comparing response time by means of a two-tailed t-test, the transparent drill 

yielded significantly faster average responses (tavg=16.1s) than the opaque drill 

(tavg=19.6s) as seen in Figure 5-6a (t(17)=2.352, p=0.031). This showed that TD resulted 

in significantly faster performance than the method currently used in ablation 

visualizations. 

A                            B                            C a                                       b                                       c 
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a  b  
Figure 5-6: Box and whisker plot for response time (a) and accuracy (b) for TD and OD. Average 

time is represented by the dots 
 
 

The depth of the target cube was 20 voxels, thus any accuracy error distance greater 

than 20 voxels corresponded to the complete removal of the target structure. When using 

OD, two users advanced the tool too fast, resulting in drilling through almost the whole 

target cube (error > 15 voxels), resulting in a large positive error for OD - Figure 5-6b. 

On average TD resulted in more accurate performance than OD. The average error for 

TD was 1.92 voxels, which corresponded to barely cutting through the surface of the 

target. OD, in contrast, gave an average distance error of 4.85 voxels, which means that 

approximately one-fourth of the target cube was cut out. A paired-sample t-test with 

respect to accuracy confirmed that performance using TD was significantly better than 

OD (t(17)=2.844, p=0.011). 

Two questions regarding the drilling interface were asked, both of them having two 

possible choices – OD or TD. Users were asked which technique was easiest to use and 

which technique allowed them to be more accurate. 94% of users said that TD was easiest 

to use, and 6% indicated OD. 89% said that TD allowed them to be more accurate, versus 

11% preference for OD. 
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5.4 Discussion 

Experiment 1 showed that FCP resulted in slightly faster performance (though not 

reliably so) than a technique that requires the adjustment of two clipping planes. The 

unexpected small response time difference between the two techniques and the 

marginally higher accuracy of FBCP suggests an advantage of FBCP over FCP. While 

most users spent a large portion of their time adjusting the two clipping planes from the 

FBCP to accurately find the cubes with a gap, more time than we expected was required 

to correctly deduce the depth relationship between the cubes when using the FCP 

technique. This suggests that FCP requires a lot of concentration and provides limited 

spatial and structural information, as supported by the lower average accuracy results per 

user. In contrast, FBCP allowed users to explore smaller sections of the dataset in order 

to correctly understand the structural dependencies between objects without requiring 

high concentration.   

Focus-driven context outperformed the small lens with respect to time, showing that 

medical cases where the lens is expected to be small can benefit from focus-driven 

context. A large lens and focus-driven context provided comparable accuracy. However, 

performance using focus-driven context was slower, perhaps because the visibility of 

context features inside the focus-driven context area was reduced and the time it took 

until this new region disappears was relatively long. More complex focus datasets and the 

requirement for the visibility of more than two datasets should also be tested in the future 

to evaluate whether focus-driven context would show significant advantage over a large 

lens. Moreover, the observed significant difference in accuracy between SL and LL 

indicates that focus+ context visualizations should provide user control over the lens size. 
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We would like to point out the significant time and accuracy improvements in the 

tissue removal task when using a magic lens as a sculpting tool. The measured variables, 

together with the survey and the observed interaction with the system, show that a 

transparent sculpting tool can greatly contribute to a faster and more accurate incision 

path trajectory planning. This would be especially beneficial for novices who are not 

comfortable with the anatomy being removed. In this case, clear visibility of the 

structures in front of the tool should improve performance. 
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Chapter 6: Conclusions and future work 

 

Most visualization techniques for the study of medical data in two dimensions and 

three dimensions do not address the demands for different types of visualizations tailored 

to certain medical specialists. Radiologists are trained to look at series of 2D slices and 

infer the volumetric structure of the datasets. They also have very strong spatial 

perception cognition and can deduce distances between anatomical objects visible on 

different slices. Radiologists resort to 3D volumetric visualizations when they have to 

work with multimodal datasets or when the target object is of a highly complex nature in 

order to place an accurate diagnosis. On the other hand, surgeons prefer to examine 2D 

slices oriented along the path of a possible planned incision. When using 3D 

visualizations, they choose to view the target volume from specific perspective positions 

that resemble the anatomical appearance in the operating room. Such visualizations are 

often used for surgical planning and procedure training. However, no existing system 

addresses the difference in used visualizations, the lack of a visualization technique that 

can be employed by all physicians, and how to unify existing techniques into such a 

visualization. 

To address this problem we examined 2D, 3D and focus + context techniques used in 

medical data visualizations to create a generalized temporal focus + context framework 

that can be used to classify existing visualizations and to develop new ones. The 

framework provides a novel unique and easy to use way of supporting visualizations for 

dataset exploration and procedure planning even when multiple users interact with the 

system simultaneously. Most of the existing and employed by physicians techniques can 

be described and implemented by the framework so that the user can quickly choose and 
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adapt the technique most suitable for the task in mind. New techniques that can combine 

the advantages of 2D and 3D visualizations can be developed within the unifying 

framework definition. The creation of new visualization techniques based on the focus + 

context paradigm require additional improvements of the used raycasting rendering 

technique so that focus regions of complex shapes can be correctly displayed. We 

combine depth-peeling with a novel improved method for parity computation in order to 

correctly define the regions traversed by the rays and maintain interactive rendering 

speeds. 

Our framework has been used to create a visualization technique where the user can 

scroll through slices that fall within the lens geometry. Enabling a 3D sub-volume 

rendering inside the lens that renders only the volume defined by an interactively 

controlled number of slices provides more inner structure information of the target 

anatomy. We also apply the described generalized framework to improve the explicit 

spatial perception relationship between the current and past focus areas. This creates a 

new hierarchy of context regions that can be used for the display of different modality 

datasets, while the focus region displays any rendering modality. These new framework-

based visualizations can be used by both radiologists and surgeons in dataset exploration 

and volume visualization in axis-aligned or arbitrary angles while maintaining explicit 

spatial relationship between different modality datasets and visualization techniques.  

The temporal focus + context framework is also used to identify two new ways of 

helping surgeons in the visualization of surgical procedures when they explore optimal 

resection paths. We define an arbitrary-shaped focus that can be used to show focus 

structures of concave shape and to visualize volume sculpting. We also provide a 
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technique that is used as a virtual endoscope, but with the added advantage of showing 

what lies beyond the hollow structure used to traverse the camera. Thus, the new and 

existing visualizations can be combined and used simultaneously by surgeons and 

radiologists during medical team meetings to present and examine the datasets in 2D and 

3D, as well as to accurately identify and evaluate possible intervention paths. 

The applicability of the generalized framework in accurate target finding has been 

evaluated by performing a user study. The study showed significant accuracy and 

response time improvements of our arbitrary-shaped focus region visualization when 

compared to currently used techniques for volume sculpting. Furthermore, a comparison 

of four visualizations showed that focus-driven context helps users correctly infer 

distances between objects by providing explicit spatial relationship information when 

compared to a small lens. Moreover, the study asserted that visualizations should be able 

to support focus lenses of varying size. Accuracy in understanding the structural 

composition of complex objects was shown to be higher when users explore sub-section 

of the whole target object. 

The described framework and the combination of different visualization techniques 

within the focus region can thus lead to a more precise view of the abnormalities 

involved, augment multidisciplinary communication, and help to further define the nature 

and extent of pathology or the results of therapy. This may also be useful for the surgical 

planning and postoperative localization of medical implants and devices. In addition, this 

approach may have valuable applications beyond the clinical realm, including improved 

visualizations for scientists in more distant fields, medico-legal illustration modes, and 

teaching anatomy and pathology.  
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Future work involves the design and execution of a second user study aimed at 

clinicians. Dataset exploration and surgical planning tasks using medical datasets (MRI 

and CT) will be provided in order to evaluate the execution time and accuracy when 

using the described framework techniques. The framework definition can also be used for 

the development of novel techniques that explore the use of multiple dependent lenses 

that filter data or display time-dependent datasets.  
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